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[^0][^1]Abstract. The diffractive production of $\rho^{0}(770)$ mesons in muon-proton interactions is studied in the kinematic region $0.15 \mathrm{GeV}^{2}<Q^{2}<20 \mathrm{GeV}^{2}$ and $20 \mathrm{GeV}<\nu<420$ GeV . The data were obtained in the Fermilab fixed-target experiment E665 with primary muons of 470 GeV energy. Results are presented on the $Q^{2}, x$ and $\nu$ dependence of the cross section, on the shape of the $\pi^{+} \pi^{-}$mass spectrum, on the slope of the diffraction peak and on the production and decay angular distributions of the $\rho^{0}(770)$. The cross section for diffractive production of $\rho^{0}$ by virtual photons on protons depends mainly on $Q^{2}$. At fixed $Q^{2}$, no significant dependence on $x$ or $\nu$ is observed. The extrapolation to $Q^{2}=0$ yields a photoproduction cross section of $(10.30 \pm 0.33) \mu \mathrm{b}$. The slope of the $t^{\prime}$ distribution has a value of $(7.0 \pm 0.2)$ $\mathrm{GeV}^{-2}$, with a tendency to decrease as $Q^{2}$ increases. The production and decay angular distributions of the $\rho^{0}$ depend strongly on $Q^{2}$ and are consistent with $s$-channel helicity conservation. The ratio $R=\sigma_{L} / \sigma_{T}$ deduced from the decay angular distributions rises strongly with $Q^{2}$, passing the value of 1 at $Q^{2} \approx 2 \mathrm{GeV}^{2}$.

## 1 Introduction

For many years diffractive production of the $\rho^{0}(770)$ has been the subject of photoproduction [1-9], electroproduction [10-19] and muoproduction [20-27] experiments. Theoretical investigations are based on the vector-dominance-model [28], on perturbative QCD [29-34] and on models of the pomeron [35-40].

The present paper of the E665 Collaboration presents measurements of diffractive production of $\rho^{0}(770)$ mesons by muons on protons in the kinematic region $20 \mathrm{GeV}<\nu<$ 420 GeV and $0.15 \mathrm{GeV}^{2}<Q^{2}<20 \mathrm{GeV}^{2}$. The experiment extends the EMC/NMC [23, 24, 25, 26, 27] measurements to higher $\nu$ and lower $Q^{2}$ values. E665 covers a similar region in $Q^{2}$ to the CHIO [22] experiment, however with higher statistics and with a larger range in $\nu$.

The paper is organized as follows. Section 2 gives a general description of the experiment. Section 3 deals with the Monte Carlo simulation, which is essential for the corrections to be applied. The experimental procedure for producing the final corrected results from the raw data is explained in Sect. 4. The results are compiled in Sect. 5, and a summary is given in Sect. 6.

## 2 The experiment

This analysis uses data obtained in the 1991 run of the Fermilab fixed target experiment E665. Details of the E665 spectrometer have been documented elsewhere [41]; only those components which are germane to this analysis will be discussed.
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Fig. 1. Diffractive production of a mesonic system $X$ and a baryonic system $B$ in the reaction $\mu p \rightarrow \mu X B$

### 2.1 Definition of variables

At the energies of the present experiment, one-photon exchange is the dominant process in the muon-proton interaction: an incident muon of energy $E_{\mu}$ scatters through an angle $\theta_{\mu}$ by exchanging a virtual photon with the target proton of mass $M_{p}$. This interaction is described in terms of the following variables: the leptonic energy transfer $\nu$ in the laboratory system, the virtuality of the exchanged photon $Q^{2}$ and $x=Q^{2} / 2 M_{p} \nu$. The hadronic center of mass system (cms) is the rest frame of the system formed by the virtual photon and the target proton. The forward region in the cms is the hemisphere for which the virtual-photon direction defines the pole.

Figure 1 shows a diagram of diffractive production of a mesonic system $X$ and a baryonic system $B$ in the reaction $\mu p \rightarrow \mu X B$. In this paper only results for the specific case where $X$ is the $\rho^{0}(770)$ meson will be presented. The process in which only the virtual photon dissociates, while the proton stays intact, is called single-diffraction dissociation (SD). In this case the mass $M_{B}$ of the baryonic system is equal to the proton mass. If in addition the proton dissociates into a system $B$ with a mass $M_{B}>M_{p}$, the process is called double-diffraction dissociation (DD). The terms single diffraction and double diffraction dissociation were introduced in studies of diffractive production in hadronic interactions [42]. The negative square of the four-momentum transferred from the virtual photon to the proton is denoted by $t$. The minimum value $t_{\text {min }}$ of $t$ for fixed $\nu, Q^{2}, M_{X}$ and $M_{B}$ corresponds to the limit of collinear three-momenta of the virtual photon and the system $X$ in the laboratory system. Diffractive processes are characterized by small values of $t$, typically less than $1 \mathrm{GeV}^{2}$.

A full summary of the kinematic variables appears in Table 1.

### 2.2 Beam

The momentum distribution of the E665 muon beam had a mean of $470 \mathrm{GeV} / \mathrm{c}$ and a root mean square deviation of $56 \mathrm{GeV} / \mathrm{c}$. Incident muons passed through the E665 beam spectrometer before impinging on the target. The beam spectrometer determined the energy and trajectory of the muon,

Table 1. Definition of kinematic variables (see Fig. 1). The four-momenta, $\theta_{\mu}, \nu, z^{h}$ and $p_{l a b}$ are defined in the laboratory system. $M_{p}$ is the proton mass

| Variable | Description |
| :---: | :---: |
| $k_{\mu}=\left(E_{\mu}, \mathbf{k}_{\mu}\right)$ | 4-momentum of the incident $\mu$ |
| $k_{\mu}^{\prime}=\left(E_{\mu}^{\prime}, \mathbf{k}_{\mu}^{\prime}\right)$ | 4-momentum of the scattered $\mu$ |
| $P=\left(M_{p}, 0\right)$ | 4-momentum of the target proton |
| $q=(\nu, \mathbf{q})=k_{\mu}-k_{\mu}^{\prime}$ | 4-momentum of the virtual photon |
| $Q^{2}=-q^{2}$ | Negative square of 4-momentum transferred from the incident and the scattered $\mu$ |
| $\theta_{\mu}$ | $\mu$ scattering angle |
| $W^{2}=M_{p}^{2}+2 M_{p} \nu-Q^{2}$ | Total hadronic center of mass energy squared |
| $x=Q^{2} / 2 M_{p} \nu$ | Bjorken scaling variable |
| $y=\nu / E_{\mu}$ | Fractional leptonic energy transfer |
| $M_{X}$ | Mass of a mesonic diffractive system $X$ originating from the dissociation of the virtual photon |
| $M_{B}$ | Mass of a baryonic diffractive system $B$ originating from the dissociation of the proton |
| $k_{X}=\left(E_{X}, \mathbf{k}_{X}\right)$ | 4-momentum of the system $X$ |
| $t=-\left(q-k_{X}\right)^{2}$ | Negative square of 4-momentum transferred from the virtual photon and the system $X$ |
| $t_{\text {min }}$ | Minimum value of $t$ for fixed $\nu, Q^{2}, M_{X}$ and $M_{B}$ |
| $t^{\prime}=t-t_{\text {min }}$ |  |
| $p=\left(E_{h a d}, \mathbf{p}_{\text {had }}\right)$ | 4-momentum of a hadron |
| $z^{h}=E_{\text {had }} / \nu$ | Fractional energy of a hadron |
| $p_{l a b}$ | Momentum of a hadron in the laboratory system |
| $p_{\perp}^{h}$ | Transverse momentum of a hadron relative to the direction of the virtual photon in the cms |
| $x_{F}=p_{L}^{*} /(W / 2)$ | Feynman- $x$ of a hadron ( $p_{L}^{*}$ is the longitudinal momentum of the hadron in the cms , relative to the direction of the virtual photon) |
| $n_{c h}$ | Multiplicity of charged hadrons |
| $p_{\perp}$ | Transverse momentum of a system of hadrons relative to the direction of the virtual photon in the cms |
| $z=\sum z^{h}$ | Fraction of energy carried by a system of hadrons |

formed fast Level I trigger signals, and determined the integrated beam flux for normalization [43]. The momentum resolution of the beam spectrometer, $\delta p / p$, was typically $0.4 \%$.

### 2.3 Target

In the 1991 run of E665, liquid targets of hydrogen and deuterium were interchanged approximately once per Tevatron cycle ( 58 seconds). This analysis is concerned only with the hydrogen target. The hydrogen density was $0.0704 \mathrm{~g} / \mathrm{cm}^{3}$. The length of the hydrogen target was 99.1 cm , corresponding to 0.1374 ( 0.1140 ) of a nuclear interaction (radiation) length.

### 2.4 Forward spectrometer

An open geometry spectrometer, instrumented with multiwire proportional chambers and drift chambers, determined the scattering angle and energy of the scattered muon upstream of 3 meters of steel, which served as a hadron absorber. The forward spectrometer provided a momentum resolution, $\delta p / p$, of better than $1.5 \%$ and an angular resolution of $40 \mu \mathrm{rad}$, for the scattered muon. Muons were identified by matching tracks reconstructed in the forward spectrometer with tracks found in four stations of proportional tubes and scintillating hodoscope planes located downstream of the hadron absorber. In addition, a gas sampling electromagnetic calorimeter was located in front of the hadron absorber. It had a resolution of $\delta E / E=(0.38) / \sqrt{ } E / \mathrm{GeV}$ [43] for photons and electrons with energies below 80 GeV . The calorimeter was used to identify and remove background events, primarily elastic muon-electron ( $\mu e$ ) scatters, and radiative events in which a large fraction of the available energy is taken by a bremsstrahlung photon.

### 2.5 Trigger

In the present analysis only data obtained with the smallangle trigger (SAT) were included: each beam trajectory, defined by the beam spectrometer hodoscope elements, was projected to the scintillation hodoscopes located downstream of the hadron absorber. In order to fulfill the SAT condition the absence of a signal in a veto region around the projected beam trajectory was required. The SAT made it possible to trigger at scattering angles as small as 1 milliradian corresponding to $Q^{2}$ of $\approx 0.15 \mathrm{GeV}^{2}$. A relevant feature of the SAT was the use of a veto counter located upstream of the hadron absorber, in addition to the veto counters located behind the absorber. The upstream veto element reduced the rate of spurious triggers from muon scatters in the absorber.

## 3 Monte-Carlo simulation

For the analysis of diffractive production in the present experiment a special Monte Carlo program for muon-nucleon and muon-nucleus scattering has been developed. The program generates non-diffractive and diffractive events. For nuclear targets (not used in this paper), coherent diffractive events are generated in addition and the nuclear shadowing of the inelastic cross section and of the coherent and incoherent diffractive cross section are simulated. Radiative effects are taken into account by the GAMRAD program [44], which is based on the formulae in [45, 46]. The particles produced at the interaction vertex are tracked through the E665 detector, simulating decays, photon conversions, reinteractions, multiple scattering and energy loss in the detector material [47]. Finally, the detector response to the passage of all produced particles and the triggers are simulated taking into account the chamber efficiencies and resolutions. The Monte Carlo generated events were subjected to the same reconstruction and analysis as the data.

The sequence of operations for the generation of the primary interactions on the nucleon is as follows:

- Generation of the energy $E_{\mu}$ of the incident muon according to the experimental beam energy spectrum.
- Generation of ( $x, Q^{2}$ ) according to the inelastic cross section $d \sigma_{\text {inel }} / d x d Q^{2}\left(E_{\mu}, x, Q^{2}\right)$ for $\mu p \rightarrow \mu H$, where $H$ stands for any hadronic system. For the calculation of $d \sigma_{\text {inel }} / d x d Q^{2}$ a set of parton distributions by Donnachie and Landshoff [48] and $R=\sigma_{L} / \sigma_{T}$ from [49] are used.
- Decision to generate a diffractive or non-diffractive event according to the probability $P$ for a diffractive
$\left(P_{d i f f}=\underset{d \nu \sigma_{d i f f}\left(E_{\mu}, \nu, Q^{2}\right)}{d \nu d Q^{2}} / \frac{d \sigma_{\text {inel }}\left(E_{\mu}, \nu, Q^{2}\right)}{d \nu d Q^{2}}\right)$ or
non-diffractive $\left(P_{\text {non-diff }}=1-P_{d i f f}\right)$ interaction. Here $\sigma_{d i f f}$ is the cross section for diffractive interactions, including single-diffraction dissociation (SD, i.e. diffractive dissociation of the virtual photon) and doublediffraction dissociation (DD, i.e. additional dissociation of the target nucleon). $\sigma_{\text {diff }}$ is calculated by the generator GENDIF (see below).
- Generation of hadrons: In the case of a non-diffractive event, hadrons are generated by calling a standard Lund generator (LEPTO 5.2 [50], JETSET 6.3 [51]); in the case of a diffractive event, by calling the E665 generator GENDIF.

GENDIF simulates the production of the following mesonic diffractive systems: $\rho^{0}(770), \omega(783), \phi(1020)$, $\rho_{1}^{\prime}(1450), \rho_{2}^{\prime}(1700)$ and a continuum of diffractive masses $M_{X}$ greater than 2 GeV .

The main operations in GENDIF are the following: The cross section for diffractive $\rho^{0}$ production, $\mu p \rightarrow \mu \rho^{0} p$, is calculated as [70, 52, 28]
$\frac{d \sigma}{d \nu d Q^{2}}\left(E_{\mu}, \nu, Q^{2}\right)=\Gamma_{T} \cdot(1+\epsilon R) \cdot P_{\rho}^{2} \cdot \sigma\left(\gamma p \rightarrow \rho^{0} p\right)$.
$\Gamma_{T}$ is the flux of transversely polarized virtual photons
$\Gamma_{T}=\frac{\alpha\left(\nu-Q^{2} / 2 M_{p}\right)}{2 \pi Q^{2} E_{\mu}^{2}(1-\epsilon)}$,
$\alpha$ is the fine-structure constant, $\epsilon$ is the ratio of the fluxes for longitudinally and transversely polarized virtual photons
$\epsilon=\frac{\Gamma_{L}}{\Gamma_{T}}=\frac{1-\left(\nu / E_{\mu}\right)-\left(Q^{2} / 4 E_{\mu}^{2}\right)}{1-\left(\nu / E_{\mu}\right)+{ }_{2}^{1}\left(\nu / E_{\mu}\right)^{2}+\left(Q^{2} / 4 E_{\mu}^{2}\right)}$.
$R=\sigma_{L} / \sigma_{T}$ is the ratio of cross sections for $\rho^{0}$ production by longitudinally and transversely polarized virtual photons. $P_{\rho}$ is the $\rho^{0}$ propagator
$P_{\rho}=\frac{M_{\rho}^{2}}{Q^{2}+M_{\rho}^{2}}$,
with $M_{\rho}$ being the central mass value of the $\rho^{0}$, and $\sigma(\gamma p \rightarrow$ $\rho^{0} p$ ) is the photoproduction cross section at a photon beam energy equal to $\nu$, not to be confused with $\sigma_{\operatorname{diff}}\left(\gamma^{*} p \rightarrow \rho^{0} p\right)$ of (22) which is a function of $\nu$ and $Q^{2}$.

The cross sections for the vector mesons ( $V$ ) $\omega, \phi, \rho_{1}^{\prime}$, and $\rho_{2}^{\prime}$ are determined on the basis of photoproduction cross section measurements and assuming

$$
\frac{d \sigma / d \nu d Q^{2}(\mu p \rightarrow \mu V p)}{d \sigma / d \nu d Q^{2}\left(\mu p \rightarrow \mu \rho^{0} p\right)}=\frac{P_{V}^{2}}{P_{\rho}^{2}} \frac{\sigma(\gamma p \rightarrow V p)}{\sigma\left(\gamma p \rightarrow \rho^{0} p\right)} .
$$

The cross section for the continuum is taken from [53]

$$
\begin{align*}
& \frac{d \sigma_{\text {diff }}(\mu p \rightarrow \mu p X)}{d \nu d Q^{2} d M_{X}^{2}}=\frac{d \sigma_{\text {inel }}(\mu p \rightarrow \mu H)}{d \nu d Q^{2}} \\
& \cdot\left\{2 r_{D} \frac{Q^{2} M_{X}^{2}}{\left(Q^{2}+M_{X}^{2}\right)^{3}}+\begin{array}{cc}
A_{3 P} & M_{X}^{4} \\
b_{3 P}\left(Q^{2}+M_{X}^{2}\right)^{3}
\end{array}\right\} \tag{6}
\end{align*}
$$

with $r_{D}=0.1, A_{3 P}=0.16 \mathrm{GeV}^{-2}$ and $b_{3 P}=5.5 \mathrm{GeV}^{-2}$.
The cross sections for the vector mesons and the continuum are increased by a factor $1 /(1-0.20)$ to include the contribution from double-diffraction dissociation, which is assumed to be $h=D D /(S D+D D)=20 \%$ of the total diffractive cross section, independent of $M_{X}$. Based on measurements in hadron-hadron collisions, $h$ for diffractive $\rho^{0}$ production in leptoproduction has been estimated as $h=0.21$ to 0.23 [54]. A recent measurement by the H 1 experiment [55] yields $D D / S D=0.59 \pm 0.12 \pm 0.12$ for diffractive $\rho^{0}$ production, corresponding to $h=0.37 \pm 0.05 \pm 0.05$. The effect on the cross section results due to the value of $h$ assumed in the Monte Carlo generation is discussed in Sect. 4.5.

The various vector mesons and the continuum are generated according to these cross sections. The mass distributions for the vector mesons are given by Breit-Wigner functions. The mass distribution for the continuum is given by (6).

The mass spectrum of the baryonic system resulting from the dissociation of the target nucleon in the doublediffraction dissociation events is calculated as
$M_{B}^{2} \frac{d \sigma}{d M_{B}^{2}}=$
$\left\{\begin{array}{cl}C \cdot \frac{M_{B}^{2}-\left(M_{p}+M_{\pi}\right)^{2}}{} 1.8 \mathrm{GeV}^{2}-\left(M_{p}+M_{\pi}\right)^{2} & \text { for } M_{B}^{2} \leq 1.8 \mathrm{GeV}^{2} \\ C & \text { for } M_{B}^{2} \geq 1.8 \mathrm{GeV}^{2}\end{array}\right.$
in which $C$ is a constant and $M_{\pi}$ is the pion mass. This parametrization is suggested by measurements of $p p$ diffractive scattering [56].

The $t$ values are generated assuming an exponential dependence $d \sigma / d t \propto e^{-b t}$. For single-diffraction dissociation events $b$ is taken to be $6.5 \mathrm{GeV}^{-2}$ for the $\rho^{0}$ and $\omega, 6.0$ $\mathrm{GeV}^{-2}$ for the $\phi$ and $5.0 \mathrm{GeV}^{-2}$ for the remaining contributions. For double diffraction dissociation events the same $b$ values are used if $M_{B}$ is less than 2 GeV , whereas the values are divided by 2 if $M_{B}$ is greater than 2 GeV [56].

The decay pions of the $\rho^{0}$ are generated according to unpublished preliminary values of the decay density matrix element $r_{00}^{04}$ as measured by this experiment. The $\omega$ and $\phi$ decays are simulated assuming unpolarized states and using standard Lund routines [51].

The multiple charged and neutral hadron branching ratios for $\rho_{1}^{\prime}$ and $\rho_{2}^{\prime}$ decays were assigned according to rough experimental observations [57]. The decays are simulated according to the longitudinal phase space algorithm [58-60].

The decay of the continuum at a fixed mass $M_{X}$ is assumed to be described by the hadronic final state in $e^{+} e^{-}$ interactions at $\sqrt{ } s=M_{X}$. The latter is simulated using standard Lund routines. The direction defined by the $q$ and $q$ in the $e^{+} e^{-}$interaction is aligned with the direction of the virtual photon in the rest frame of the diffractive system,
and is then smeared according to the prescription described in [61].

In DD events, the multiplicity distributions for charged and neutral hadrons from the decay of the baryonic system $B$ are assumed to be Gaussian [62, 42]
$P(n) \sim \frac{1}{D} \exp \left(-\frac{\left(n-n_{0}\right)^{2}}{2 D^{2}}\right)$
$n= \begin{cases}n_{c h}=1,3, \ldots & \text { (multiplicity of charged hadrons) } \\ n_{\text {neu }}=0,1,2, \ldots & \text { (multiplicity of neutral hadrons) }\end{cases}$
with
$n_{0}= \begin{cases}2 \sqrt{ }\left(M_{B}-M_{p}\right) / \mathrm{GeV} & \text { for charged hadrons } \\ \sqrt{ }\left(M_{B}-M_{p}\right) / \mathrm{GeV} & \text { for neutral hadrons }\end{cases}$
$D=n_{0} / 2$
and $n_{c h}+n_{n e u} \geq 2$.
The momenta of the decay hadrons are generated according to longitudinal phase space.

The initially generated quantities for the primary $\mu p$ interactions are called the "MC true" quantities, the corresponding sample of events is denoted by "MC true" sample. The quantities after simulating the detector and after reconstruction of the events are called the "MC reconstructed" quantities. The corresponding event sample is the "MC reconstructed" sample.

## 4 Experimental procedure

### 4.1 Selection of data and definition of "inelastic sample"

In order to be accepted in the analysis a reconstructed event has to fulfill the following criteria:
the small-angle trigger (SAT) has fired

$$
\begin{gather*}
320 \mathrm{GeV}<E_{\mu}<650 \mathrm{GeV} \\
\theta_{\mu}>0.001 \mathrm{rad} \\
Q^{2}>0.15 \mathrm{GeV}^{2} \\
20 \mathrm{GeV}<\nu<420 \mathrm{GeV}  \tag{10}\\
0.0001<x<0.6 \\
0.05<y<0.8 \\
\\
\Delta Q^{2}<0.20  \tag{11}\\
Q^{2} \\
\Delta \nu \\
\Delta
\end{gather*}
$$

$\Delta Q^{2}$ and $\Delta \nu$ are the measurement errors of $Q^{2}$ and $\nu$, respectively. $E_{b i g}$ is the highest-energy cluster in the electromagnetic calorimeter. An "accepted" hadron is a charged hadron with a relative momentum error less than $30 \%$, which according to the geometrical vertex fit is produced at the interaction vertex defined by the trajectories of the incident and scattered muon.


Fig. 2. Distribution of events in the $(t, z)$ plane for the inelastic sample. The accumulation of events at (low $t$, high $z$ ) is a clear signal for diffractive production

The cuts on $E_{\mu}, x, Q^{2}$ and $\theta_{\mu}$ are essentially given by the beam and trigger conditions. The lower cuts in $\nu$ and $y$ exclude the region of low resolution in $\nu$, the upper cut in $y$ is chosen in order to reduce the contribution from radiative events. A true event is called "radiative" if a real bremsstrahlung photon with momentum greater than 300 MeV is emitted.

These selections are not sufficient to suppress to an acceptable level the background from elastic muon-electron $(\mu e)$ scatters in the region $x<5.5 \cdot 10^{-4}$ and $Q^{2}<0.5$ $\mathrm{GeV}^{2}$. The additional requirement on the number of accepted hadrons removes the $\mu e$ events nearly completely. It also reduces the contribution from radiative events. Radiative events are further suppressed by the selection in $E_{\text {big }}$. From Monte Carlo calculations the fraction of events removed by this latter cut is estimated to be $3.2 \%$ for the sample of "non-radiative" events and $12.7 \%$ for the sample of "radiative" events.

The sample of reconstructed events defined by these selections is called the "inelastic sample". It consists of 143502 events. The corresponding sample of reconstructed Monte Carlo events contains 221210 events. For the experimental data, the average values of $E_{\mu}, \nu, Q^{2}, x$ and $W$ are $458 \mathrm{GeV}, 153 \mathrm{GeV}, 2.5 \mathrm{GeV}^{2}, 0.013$ and 16.1 GeV , those of $\log \left(Q^{2} / \mathrm{GeV}^{2}\right)$ and $\log x$ are 0.009 and -2.4 , respectively. Throughout this paper "log" denotes the logarithm to the base 10 .

Reconstructed charged hadrons are assumed to be pions, except for the following case: if the system of accepted hadrons consists of a positive and a negative particle, and if in addition the effective mass of the two hadrons $M\left(K^{+} K^{-}\right)$ obtained by assigning the kaon mass to each of the hadrons is between 1.005 and 1.035 GeV , the two hadrons are assumed to be the decay products of the $\phi(1020)$ and they are treated as kaons. This procedure is suggested by the distribution of $M\left(K^{+} K^{-}\right)$, which shows a clear $\phi(1020)$ signal (see Fig. 16 below). If these hadrons had been assigned (probably erroneously) as pions, they would produce a small bump on the left hand side of the $\rho^{0}$ peak.

Table 2. Number of events in the various samples of the experimental data

| sample | no. of events |
| :--- | ---: |
| inelastic | 143502 |
| extended diffractive | 37567 |
| diffractive | 7717 |
| extended diffractive $\rho^{0}$ | 14490 |
| diffractive $\rho^{0}$ | 4943 |

### 4.2 Definition of "diffractive sample"

Diffractive events are usually characterized by small values of $t$ and large rapidity gaps in the hadronic final state. Due to the restricted acceptance for hadrons (charged hadrons traveling into the forward region of the cms only, corresponding to 4 units in rapidity at the highest hadronic center of mass energy), rapidity gaps are not suitable in the present experiment for selecting diffractive events: one cannot recognize directly whether a rapidity gap in a reconstructed event is due to the limited acceptance of the detector or to the absence of particles in that rapidity region. However, there is an indirect way of getting information about the activity in the observed rapidity gap region: If no hadron was produced in that region, as expected for a diffractive event, the fraction $z$ of the virtual photon's energy carried by the system of observed hadrons should be close to 1 . If hadrons were produced in that region, as expected for an ordinary nondiffractive event, $z$ should be significantly lower than 1.

Figure 2 shows a plot of $t$ versus $z$ for the inelastic sample. $t$ was determined from the 4 -momenta of the virtual photon and the system of observed hadrons. There is a striking accumulation of events near $z=1$, strongly correlated with low values of $t$. This is a clear sign for the presence of diffractive events in the data sample. Low $t$ (or low $t^{\prime}=t-t_{\text {min }}$ ) and high $z$ will be the main signatures for diffractive events in this analysis.

The subsample of inelastic events satisfying the additional requirements

$$
\begin{align*}
& z>z_{c u t}=0.9 \\
& t^{\prime}<1 \mathrm{GeV}^{2}  \tag{12}\\
& Q_{H}=0
\end{align*}
$$

is called the "diffractive sample". $Q_{H}$ is the observed hadronic net charge. These criteria select predominantly those diffractive events in which all decay particles of the mesonic diffractive system are observed, otherwise $z, t^{\prime}$ and $Q_{H}$, which are calculated from the observed particles only, are unlikely to lie in the kinematic region defined by (12). The selection is very efficient for low diffractive masses ( $M_{X} \lesssim 1$ GeV ). It is less efficient for higher masses (see also discussion of Fig. 7 in Sect. 4.3.1): since the rapidity range populated by the decay particles of the diffractive system widens with increasing $M_{X}$, the probability of not observing a decay particle also increases. The latter probability also increases because neutral decay particles (which are not considered in this analysis) are more likely to occur at higher $M_{X}$.

For the relative normalization of data and Monte Carlo samples (see Sect.4.3.2) the so-called "extended diffractive sample" is used. It is defined by


Fig. 3. $Q^{2}$ distribution for the inelastic sample: raw data (full circles) and reconstructed Monte Carlo (open circles)


Fig. 4. $\nu$ distribution for the inelastic sample: raw data (full circles) and reconstructed Monte Carlo (open circles)

$$
t^{\prime}<1 \mathrm{GeV}^{2}
$$

$$
\begin{equation*}
Q_{H}=0 . \tag{13}
\end{equation*}
$$

The "diffractive sample" is thus obtained from the "extended diffractive sample" by the additional cut in $z\left(z>z_{c u t}\right)$.

The present analysis is restricted to diffractive $\rho^{0}$ production. For this reason the "diffractive $\rho^{0 "}$ and "extended diffractive $\rho^{0 "}$ samples are defined. They are obtained from the "diffractive" and "extended diffractive" samples by the additional selections

- no. of accepted hadrons $=2$, and
- effective mass of the system of charged
hadrons between 0.57 and 0.97 GeV .
The numbers of events contained in the various samples and subsamples are compiled in Table 2.


### 4.3 Correction procedure

The experimental distributions for the diffractive sample have to be corrected for the contamination from non-diffractive events and for the loss of diffractive events. The corrections are performed using the Monte Carlo program described in Sect. 3.


Fig. 5. Average multiplicity of charged hadrons versus $W$ for the inelastic sample: raw data (full circles) and reconstructed Monte Carlo (open circles)


Fig. 6. Normalized distribution $\left(1 / N_{e v}\right) \cdot\left(d N^{h} / d \log \left(p_{l a b} / \mathrm{GeV}\right)\right)$ of the momentum of charged hadrons in the laboratory frame for the inelastic sample: raw data (full circles) and reconstructed Monte Carlo (open circles)

### 4.3.1 Data-Monte Carlo comparisons

In the correction procedure it is assumed that non-diffractive production is well described by the Lund model, and that diffractive production is well described by the model used in the generator GENDIF. In order to test these assumptions, extensive comparisons between experimental data and Monte Carlo data were performed for distributions in event variables $\left(x, Q^{2}, \nu\right)$ and hadron variables $\left(x_{F}, p_{l a b}, p_{\perp}^{h}, M_{X}\right.$, $z^{h}, n_{c h}$ ), both for the "inelastic sample" (which is dominated by non-diffractive events) and the "diffractive sample" (which is dominated by diffractive events).

Examples of data-Monte Carlo comparisons for the inelastic samples are shown for $Q^{2}$ and $\nu$ in Figs. 3 and 4, for the average charged multiplicity $\left\langle n_{c h}\right\rangle$ versus $W^{2}$ in Fig. 5 and for the laboratory momentum of charged hadrons in Fig. 6.

For the diffractive samples, comparisons are made in Figs. 7-10 for the effective mass $M_{X}$ of the observed hadrons, $t^{\prime}=t-t_{\text {min }}$, the charged multiplicity $n_{c h}$ and the missing mass squared $M_{m}^{2}$ respectively. $M_{m}^{2}$ is the effective mass squared of the system of unobserved particles in the final state as calculated from the four-momenta of the virtual photon, the target proton and the system of observed hadrons. In the case of a diffractive event $M_{m}^{2}$ is equal to


Fig. 7. Distribution of the effective mass $M_{X}$ of the system of charged hadrons for the diffractive sample: raw data (full circles) and reconstructed Monte Carlo (open circles). The non-diffractive background in the sample of reconstructed Monte Carlo events is represented by stars


Fig. 8. Distribution of $t^{\prime}$ for the diffractive sample: raw data (full circles) and reconstructed Monte Carlo (open circles). The non-diffractive background in the sample of reconstructed Monte Carlo events is represented by stars
the square of the mass $M_{B}$ of the baryonic diffractive system, provided all decay particles of the mesonic diffractive system are observed. In Figs. 7-10, the non-diffractive background in the sample of reconstructed Monte Carlo events is represented by stars. The distributions for the experimental data and for the sample of reconstructed Monte Carlo events were normalized to unit area. The distribution for the non-diffractive background in the reconstructed Monte Carlo sample was scaled by the same normalization factor as the distribution for the total reconstructed Monte Carlo sample.

In nearly all cases there is good agreement between the experimental data and the reconstructed MC events. The deviations in the $Q^{2}$ distribution (Fig. 3) would be crucial if absolute cross sections were determined from the observed number of events. However, in the present analysis absolute cross sections are measured via ratios $r$ of event numbers, which are then converted into absolute cross sections using the $F_{2}^{p}$ measurements from another analysis of this experiment (see Sect.4.4). The ratios $r$ are quite insensitive to deficiencies in the Monte Carlo simulation.

The region of large $t^{\prime}$ in Fig. 8 is more populated in the experimental data than in the reconstructed Monte Carlo.


Fig. 9. Distribution of the multiplicity $n_{c h}$ of charged hadrons for the diffractive sample: raw data (full circles) and reconstructed Monte Carlo (histogram). $P\left(n_{c h}\right)$ is defined as the fraction of events with a charged multiplicity equal to $n_{c h}$. The non-diffractive background in the sample of reconstructed Monte Carlo events is represented by stars


Fig. 10. Distribution of the missing mass squared $M_{m}^{2}$ for the diffractive sample: raw data (full circles) and reconstructed Monte Carlo (open circles). The non-diffractive background in the sample of reconstructed Monte Carlo events is represented by stars

This could be an indication for a stronger contribution from double-diffraction dissociation events (larger value of $h$ ) in the experimental data than assumed in the Monte Carlo model for diffractive production.

The negative values of $M_{m}^{2}$ (Fig. 10) result from the experimental resolution. The asymmetry of the $M_{m}^{2}$ distribution is mainly due to the non-diffractive background (shown by the distribution with stars), but partly to the contribution from $D D$ events, which by definition have a higher baryonic diffractive mass than the single-diffraction dissociation events. From the sample of reconstructed Monte Carlo events the contribution from DD events in the diffractive sample is estimated to be $10 \%$ (see also Fig. 14). Like in Fig. 8 , the small excess at $M_{m}^{2} \gtrsim 10 \mathrm{GeV}^{2}$ in the $M_{m}^{2}$ distribution of the experimental data in Fig. 10 suggests that $h$ is in fact larger than assumed in the Monte Carlo model.

From Fig. 7 it is seen that the fraction of non-diffractive events in the sample of reconstructed events depends strongly on $M_{X}$. At $M_{X} \approx 3 \mathrm{GeV}$ it approaches $100 \%$, making an analysis of higher diffractive masses impossible.


Fig. 11. Distribution of $z$ for the extended diffractive $\rho^{0}$ sample: raw data (full circles) and reconstructed Monte Carlo (open circles). The Monte Carlo distribution has been normalized to the data distribution in the region $z<$ 0.7


Fig. 12. Distribution of $z$ for the extended diffractive $\rho^{0}$ sample: raw data (full circles) and expected background from non-diffractive events (stars). The full-circle distributions in Figs. 11 and 12 are identical

The Monte Carlo data do not reproduce the tail of the $p_{\perp}^{h}$ distribution for the inelastic sample (not shown), which is systematically more populated in the experimental data. The discrepancy is partly due to the fact that the parton distribution functions by Donnachie and Landshoff, which are used in the event generation, do not include a gluon distribution function. As a consequence, the photon-gluon-fusion graph is not simulated, which is known to contribute to a widening of the $p_{\perp}^{h}$ spectrum [63]. However, since the fraction of high- $p_{\perp}^{h}$ hadrons is very low that does not affect any of the quantitative results given here. The discrepancy between data and Monte Carlo at high $p_{\perp}^{h}$ is taken into account in the determination of systematic errors in Sect.4.5.

### 4.3.2 Relative normalization of data and Monte Carlo samples

In Fig. 11 the data-Monte Carlo comparison is shown for the distribution of $z$, for the extended diffractive $\rho^{0}$ sample. The distributions were normalized to each other in the region $z<z_{\text {norm }}$, with $z_{\text {norm }}=0.7$. It can be seen that the Monte Carlo model reproduces the experimental data well, in particular in the region $z<z_{\text {norm }}$, where the contribution


Fig. 13. The acceptance corrections $c^{\text {diff }}$ and $c^{\text {inel }}$ for diffractive and inelastic events respectively, and the ratio $c^{\text {diff }} / c^{\text {inel }}$, as functions of $Q^{2}$
from diffractive events is low. The width of the peak near $z=1$ reflects the experimental resolution, which is also well described by the Monte Carlo simulation.

The amount of non-diffractive background in the diffractive $\rho^{0}$ sample can be seen from Fig. 12, which shows the distribution of $z$ for the extended diffractive $\rho^{0}$ sample in the experimental data (full circles). The background from non-diffractive events is estimated by normalizing the $z$ distribution for the extended diffractive $\rho^{0}$ sample of the reconstructed Monte Carlo events to that of the experimental data in the region $z<z_{\text {norm }}$, and multiplying the $z$ distribution for the non-diffractive events in the sample of reconstructed Monte Carlo events by the same normalization factor. The resulting distribution is drawn as stars in Fig. 12. One notices that the region $z<z_{\text {norm }}$, which is used for the relative normalization of data and Monte Carlo samples, is practically free of diffractive $\rho^{0}$ events. The diffractive $\rho^{0}$ sample on the other hand, which according to (12) corresponds to the region $z>0.9$ in Fig. 12, is dominated by diffractive events with a contamination of $7.4 \%$ from non-diffractive events.

The shape of the $z$ distributions is different for different regions of the kinematic variables $\left(Q^{2}, \nu, n_{c h}\right)$. However, in all cases good agreement was found between the experimental data and the Monte Carlo reconstructed sample in the region $z<z_{\text {norm }}$. This confirms the conclusion that nondiffractive production is well described by the Lund model. It can thus be safely used to estimate the non-diffractive background in the diffractive sample.

When correcting a specific distribution $(d N / d v)_{\text {meas }}$ in a variable $v$ (which stands for $Q^{2}, x, \nu, M_{X}, t^{\prime}, n_{c h}$ ) for the diffractive sample, the relative normalization between data and Monte Carlo events and the estimation of the nondiffractive background in the experimental diffractive sample is actually done using the $z$ distributions in each bin of $v$ separately. In this way a distribution $(d N / d v)_{n o n-d i f f}$ is obtained, which is the expected non-diffractive background to the original distribution $(d N / d v)_{\text {meas }}$.


Fig. 14. Fractions of events as a function of $Q^{2}$ : fraction $h$ of DD events amongst all diffractive $\rho^{0}$ events in the MC true sample (solid line); fraction $g$ of true diffractive events in the diffractive $\rho^{0}$ sample of the MC reconstructed sample (dashed line); fraction $h$ of DD events amongst all true diffractive events in the diffractive $\rho^{0}$ sample of the MC reconstructed sample (dotted line)

### 4.3.3 Correction of the experimental data

After subtracting $(d N / d v)_{n o n-d i f f}$ from $(d N / d v)_{\text {meas }}$ the final corrections for the loss of diffractive events (due to restricted geometrical acceptance, chamber inefficiencies, trigger and reconstruction losses), for the measurement errors and for radiative effects are performed by applying a multiplicative correction factor $c^{\operatorname{diff}}(v)$ :

$$
\begin{align*}
& (d N / d v)_{\text {corrected }}= \\
& {\left[\binom{d N}{d v}_{\text {meas }}-\left(\frac{d N}{d v}\right)_{n o n-d i f f}\right] \cdot c^{d i f f}(v)}  \tag{15}\\
& c^{d i f f}(v)=\frac{(d N / d v)_{M C \text { true }}^{d i f f}}{(d N / d v)_{M C \text { rec }}^{d i f f}}
\end{align*}
$$

$c^{\operatorname{diff}}(v)$ is the ratio of the $v$ distribution for the diffractive events in the sample of true Monte Carlo events and the $v$ distribution for the true diffractive events in the "diffractive sample" of the reconstructed Monte Carlo events.

For measuring ratios of diffractive to inelastic cross sections and for determining absolute diffractive cross sections (see Sect.4.4) also corrected distributions for the inelastic sample are needed. A distribution $d N / d V$ in a variable $V$ (which stands for $Q^{2}, x, \nu$ ) for the inelastic sample is corrected by applying a multiplicative correction factor
$c^{\text {inel }}(V)=\frac{(d N / d V)_{M C}^{\text {inel }} \text { true }}{(d N / d V)_{M C}^{\text {inel rec }}}$
where $(d N / d V)_{M C}^{i n e l}$ true is the $V$ distribution for the true Monte Carlo events, and $(d N / d V)_{M C}^{i n e l}$ rec the $V$ distribution for the "inelastic sample" of the reconstructed Monte Carlo events.

As can be seen in Fig. 13, both $c^{\text {diff }}$ and $c^{\text {inel }}$ decrease as $Q^{2}$ increases, with typical values of 4.5 and 3 respectively.


Fig. 15. Fractions of events as a function of $t^{\prime}$ : fraction $h$ of DD events amongst all diffractive $\rho^{0}$ events in the MC true sample (solid line); fraction $g$ of true diffractive events in the diffractive $\rho^{0}$ sample of the MC reconstructed sample (dashed line); fraction $h$ of DD events amongst all true diffractive events in the diffractive $\rho^{0}$ sample of the MC reconstructed sample (dotted line)
$c^{d i f f}$ and $c^{\text {inel }}$ also decrease with increasing $\nu$. The ratio $c^{\text {diff }} / c^{\text {inel }}$ increases with increasing $\nu$ and depends only weakly on $Q^{2}$. The strong variation of $c^{\text {diff }}$ and $c^{\text {inel }}$ with $Q^{2}$ at low $Q^{2}$ reflects the corresponding variation of the overall muon reconstruction efficiency. The latter cancels in the ratio $c^{\text {diff }} / c^{\text {inel }}$, which explains the flat behavior of $c^{\text {diff }} / c^{\text {inel }}$ with $Q^{2}$.

Estimates of the non-diffractive background and the DD contribution in the "diffractive $\rho^{0}$ sample" are given in Figs. 14 and 15 as a function of $Q^{2}$ and $t^{\prime}$ respectively. They show for reconstructed Monte Carlo events the fraction $g$ of true diffractive events (dashed lines) and the ratio $h=\mathrm{DD} /(\mathrm{SD}+\mathrm{DD})$ (dotted lines). The fraction $g$ is in the order of $90 \%$, decreasing weakly with increasing $Q^{2}$ and $t^{\prime}$. The ratio $h$ is independent of $Q^{2}$ and it is approximately $10 \%$ for $t^{\prime}<0.5 \mathrm{GeV}^{2}$, rising towards $55 \%$ at $t^{\prime}=1 \mathrm{GeV}^{2}$. As compared to the values in the generation (solid lines in Figs. 14 and 15) $h$ is reduced by about a factor of 2 . One can conclude that the selections which define the diffractive $\rho^{0}$ sample ((12) and (14)) select preferentially SD events and suppress DD events. This is easy to understand, since it is more likely for a DD event to miss a final state particle than for an SD event, leading to lower $z$ in the DD event sample. In addition the cut in $t^{\prime}$ is more restrictive for the DD than for the SD events. The rise of $h$ with increasing $t^{\prime}$ in the sample of true Monte Carlo events is due to the flatter average $t^{\prime}$ slope for the DD as compared to the SD event sample (see Sect. 3).

In Sect. 5 results will be presented which have been corrected either to include or to exclude the full DD contribution. For each quantity to be measured (cross sections, $t^{\prime}$ slopes, density matrix elements) it will be stated explicitly which of the two options has been chosen.

The single-diffraction $\rho^{0}$ reaction is denoted as
$\mu p \rightarrow \mu \rho^{0} p$,


Fig. 16. Distribution of the effective mass $M_{X}$ of mesonic diffractive systems decaying into two charged hadrons $\left(h^{+}, h^{-}\right)$only. The mass distribution in the region $0.99 \mathrm{GeV}<M_{X}<1.05 \mathrm{GeV}(\phi(1020)$ mass region) is shown with a finer binning in the insert. The solid line represents the result of a fit of expression (20) to the data points outside the $\phi$ mass region. The errors shown are statistical
the double-diffraction $\rho^{0}$ reaction as
$\mu p \rightarrow \mu \rho^{0} N^{\prime}$,
where $N^{\prime}$ is a diffractive baryonic system resulting from the dissociation of a proton.

### 4.4 Determination of absolute cross sections

Cross sections for diffractive production are determined according to
$\sigma_{\text {diff }}=r \cdot \sigma_{\text {inel }}$.
Here $r=N_{\text {corr }}^{d i f f} / N_{\text {corr }}^{i n e l}$ is the ratio of the corrected number of diffractive events and the corrected number of inelastic events, and $\sigma_{\text {inel }}$ is the absolute $\mu p$ cross section corresponding to the kinematic region $\Omega$ for which $N_{\text {corr }}^{i n e l}$ was measured. $\sigma_{\text {inel }}$ was calculated from the E665 measurements of $F_{2}^{p}$ [43], integrating over $\Omega$ and averaging over the E665 beam energy spectrum.

The systematic error of $\sigma_{\text {inel }}$ or $F_{2}^{p}$ is composed of an overall normalization uncertainty of less than $1.8 \%$ and of a kinematics dependent uncertainty [43]. The latter is listed in Table 10 as a function of $Q^{2}$ or $\nu$.

### 4.5 Systematic errors

In the previous Sections the standard procedure for analysing the data was explained. In order to estimate systematic errors the analysis was repeated with certain modifications to the analysis procedure. The following modifications were considered in turn:
a) Remove the $E_{b i g} / \nu$ cut.
b) In the sample of accepted tracks include additional tracks which fulfill the following two conditions: $d<6 \mathrm{~mm}$ and $\Delta d / d<6$, where $d$ is the distance of closest approach to the primary vertex.


Fig. 17. Distributions of the $h^{+} h^{-}$effective mass $M_{X}$ in different regions of $Q^{2}$ (in $\mathrm{GeV}^{2}$ ). The curves represent the results of the fits of the expression (20) to the mass distributions in the mass range 0.56 GeV $<M_{X}<0.98 \mathrm{GeV}$. The errors shown are statistical
c) For a hadron to be accepted require in addition $p_{\perp}^{h}<1$ GeV .
d) Instead of the selections $\nu>20 \mathrm{GeV}$ and $\Delta \nu / \nu<0.20$ use $\nu>30 \mathrm{GeV}$ and $\Delta \nu / \nu<0.10$.
e) In the definition of the inelastic sample require $\geq 1$ accepted hadron instead of $\geq 2$.
f) Use $z_{c u t}=0.95$ instead of 0.9 .
g) Instead of using the variable $z$ with $z_{\text {cut }}$ and $z_{\text {norm }}$, use the variable $z^{R}=(z-1) / \Delta z$ with $z_{c u t}^{R}=-1.5$ and


Fig. 18. Distribution of the $h^{+} h^{-}$effective mass $M_{X}$ in different regions of $Q^{2}$ (in $\mathrm{GeV}^{2}$ ). The curves represent the prediction by G . Niesler et al. [67], including the correction term given by eq. (10) of their paper. The $\chi^{2}$ /degrees of freedom for the comparison with the data is given for each $Q^{2}$ range. The errors shown are statistical
$z_{\text {norm }}^{R}=-3.0$, where $\Delta z$ is the measurement error of $z$. This affects the definition of the diffractive sample: $z_{c u t}^{R}=-1.5$ means accepting only those events for which $z$ is not more than $1.5 \sigma$ below 1. $z_{\text {norm }}^{R}=-3.0$ means using for the normalization between data and Monte Carlo the sample of those events for which $z$ is more than $3 \sigma$ below 1 .
h) Instead of using the variable $z$ with $z_{c u t}$ and $z_{\text {norm }}$, use the variable $z^{R}=(z-1) / \Delta z$ with $z_{c u t}^{R}=-1.0$ and $z_{\text {norm }}^{R}=-3.0$.

Systematic errors were determined by comparing the results for the various options with those obtained using the standard procedure.

The change of the results for the slope parameter $b$ and the spin density matrix elements is less than $1 \sigma$ of the respective statistical error, for each of the modifications considered. The overall systematic error for these quantities is estimated to be approximately equal to the statistical error.

The systematic error of the absolute diffractive cross section $\sigma_{\text {diff }}$ is composed of the systematic error on $\sigma_{\text {inel }}$ (see Sect.4.4) and that on the ratio $r$. In the ratio $r$ various systematic errors, for example those due to incomplete or deficient simulation of experimental details in the Monte Carlo program and those due to radiative effects, largely cancel. A residual systematic error of $r$ was estimated by varying the definitions of the "inelastic" and/or the "diffractive" samples, as specified by the options a) to $h$ ). The result is $\Delta r / r$ (syst. $)= \pm 5 \%$.

The corrections applied to include or exclude the full double-diffraction contribution depend on the fraction $h=$ $D D /(S D+D D)$ of DD events assumed in the Monte Carlo generation. Using the suppression factor 2 of DD relative to SD events in the diffractive $\rho^{0}$ sample (Fig. 14), the change of the corrected SD cross section due to a change of $h$ in the Monte Carlo generation can be estimated: changing $h$ from 0.2 to 0.3 ( 0.4 ) would imply a relative change of the corrected SD cross section by $\Delta \sigma^{S D} / \sigma^{S D}=-7.4 \%(-15.7 \%)$.

By definition, the corrected (SD+DD) cross section is obtained from the corrected SD cross section by $\sigma^{S D+D D}=$ $\sigma^{S D} /(1-h)=\sigma^{S D} / 0.8$. The relative change of the corrected ( $\mathrm{SD}+\mathrm{DD}$ ) cross section due to a change of $h$ from 0.2 to $0.3(0.4)$ is $\Delta \sigma^{S D+D D} / \sigma^{S D+D D}=5.9 \%$ ( $12.6 \%$ ).

The errors drawn in the figures and listed in the tables are statistical only, unless explicitly stated otherwise.

## 5 Results

Again, throughout the paper "log" denotes the logarithm to the base 10 .

### 5.1 Diffractive mass spectrum

The mass spectrum for mesonic diffractive systems decaying into two charged particles only is shown in Fig. 16. It should be emphasized that the distribution is fully corrected for losses of two-charged-hadron decays of the mesonic diffractive system $X$. It is not corrected for decays of the mesonic diffractive system which involve neutral particles or more than two charged hadrons. The distribution is corrected to include the full double-diffraction contribution.

The distribution is dominated by the $\rho^{0}(770)$ and exhibits also a clear signal of the $\phi(1020)$. The mass distribution in Fig. 16 has been fitted by a superposition of a resonance term $B W_{\rho}$ for the $\rho^{0}$ and a background term $B G$, excluding the $\phi$ mass region:


Fig. 19. The mass skewing parameter $n$ as a function of $Q^{2}$. The results from this experiment are compared with those from the $\mu p$ experiment CHIO [22] and the photoproduction experiment [3]. The erros on the E665 points are statistical

Table 3. Results of fitting the expression (20) to the mass distribution in Fig. 16, excluding the $\phi$ mass region

| description of parameter | parameter | fitted value |
| :--- | :--- | :--- |
| fraction of $\rho^{0}$ events | $a$ | $1.000_{-0.006}^{+0.000}$ |
| central mass value of the $\rho^{0}$ | $M_{\rho}$ | $(777 \pm 2) \mathrm{MeV}$ |
| width of the $\rho^{0}$ | $\Gamma_{\rho}$ | $(146 \pm 3) \mathrm{MeV}$ |
| exponent in mass skewing factor | $n$ | $3.63 \pm 0.09$ |

$$
\begin{aligned}
\frac{d N}{d M_{X}} & =c \cdot\left[a \cdot B W_{\rho}+(1-a) \cdot B G\right] \\
B W_{\rho} & =\frac{M_{X} M_{\rho} \Gamma}{\left(M_{X}^{2}-M_{\rho}^{2}\right)^{2}+\left(M_{\rho} \cdot \Gamma\right)^{2}} \cdot\binom{M_{\rho}}{M_{X}}^{n} \cdot c_{B W} \\
\Gamma & =\Gamma_{\rho}\binom{q}{q_{0}}^{3} \frac{M_{\rho}}{M_{X}}
\end{aligned}
$$

$$
q=\sqrt{\frac{M_{X}^{2}}{4}-M_{\pi}^{2}} ; q_{0}=\sqrt{\frac{M_{\rho}^{2}}{4}-M_{\pi}^{2}}
$$

$$
B G=\left(M_{X}-2 \cdot M_{\pi}\right)^{\alpha} \exp \left(\beta M_{X}\right) \cdot c_{B G}
$$

(all $M$ and $\Gamma$ are in GeV ).
$M_{\rho}$ is the central mass value and $\Gamma_{\rho}$ the width of the $\rho^{0}, M_{\pi}$ is the pion mass, and $c_{B W}$ and $c_{B G}$ are factors determined such that the integrals of $B W_{\rho}$ and $B G$ over the fit range in $M_{X}$ are equal to 1 . In the fit $c, a, M_{\rho}, \Gamma_{\rho}, n, \alpha$ and $\beta$ were treated as free parameters. A good fit to the mass distribution is obtained with a $\chi^{2}$ value of 57.2 for 41 degrees of freedom. The results of the fit are compiled in Table 3. The fitted value of $M_{\rho}$ is slightly above and that of $\Gamma_{\rho}$ is slightly below the corresponding PDG value (769 and 151 MeV respectively). With the specific parametrization chosen in (20), the data do not require a significant contribution from non-resonant diffractive background and the distribution is well reproduced by the $\rho^{0}$ contribution alone. $87.6 \%$ of the Breit-Wigner distribution lie in the mass region 0.57 GeV $<M_{X}<0.97 \mathrm{GeV}$.


Fig. 20. The ratio $\sigma_{d i f f}\left(\rho^{0}\right) / \sigma_{\text {inel }}$ as a function of $x$, for different bins of $Q^{2}$ (in $\mathrm{GeV}^{2}$ ). The errors shown are statistical


Fig. 21. The ratio $\sigma_{d i f f}\left(\rho^{0}\right) / \sigma_{i n e l}$ as a function of $\nu$, for different bins of $Q^{2}$ (in $\mathrm{GeV}^{2}$ ). The errors shown are statistical

Fits of expression (20) were also performed to the $\pi^{+} \pi^{-}$ mass distributions in different regions of $Q^{2}$ (Fig. 17). In this case only the mass region $0.56 \mathrm{GeV}<M\left(\pi^{+} \pi^{-}\right)<0.98$ GeV was considered which contains the main information about the skewness and which is less sensitive to possible background contributions or mis-estimation of it. The background contribution was set to zero $(a=1)$ and $\Gamma_{\rho}$ was fixed at 146 MeV , according to the fit to the overall mass distribution in Fig. 16. The results of the fits are listed in Table 4 and superimposed onto the distributions in Fig. 17. There is reasonable agreement in the mass skewing parameter $n$ with the measurements from [22] (see Fig. 19). The values of $n$ from the present experiment exhibit a decrease with increasing $Q^{2}$, similar to the results obtained at lower energies [10, 12, 21, 13]. The photoproduction measurement by [3] is consistent with this trend. Models on the skewing of the $\rho^{0}$ peak are discussed in [64-67].

In [67] the mass distribution of diffractively produced $\pi^{+} \pi^{-}$pairs is expressed in terms of the two-pion contribution to the photon spectral function, as given by the pion form factor. The corresponding predictions, normalized to the experimental data in the mass region 0.56 GeV

Table 4. Fitted values of the mass skewing parameter $n$ obtained by fitting expression (20) to the $\pi^{+} \pi^{-}$mass distributions in different $Q^{2}$ regions. The parameters $a$ and $\Gamma_{\rho}$ were fixed at 1.0 and 146 MeV respectively and the fits were performed in the mass region $0.56<M_{X}<0.98 \mathrm{GeV}$.

| range in $\log \left(Q^{2} / \mathrm{GeV}^{2}\right)$ | n | $\chi^{2} / n d f$ |
| :---: | :---: | :---: |
| all $\log Q^{2}$ | $3.73 \pm 0.27$ | 1.16 |
|  |  |  |
| $0.82,-0.50$ | $4.85 \pm 0.42$ | 1.46 |
| $-0.50,-0.25$ | $3.80 \pm 0.46$ | 0.77 |
| $-0.25,0.00$ | $3.38 \pm 0.58$ | 0.72 |
| $0.00,0.50$ | $2.67 \pm 0.60$ | 1.03 |
| $0.50,1.25$ | $3.21 \pm 2.31$ | 0.96 |

$<M\left(\pi^{+} \pi^{-}\right)<0.98 \mathrm{GeV}$, are compared with the experimental data in Fig. 18. The sharp drop of the theoretical distribution near $M_{X}=782 \mathrm{MeV}$ is due to $\rho-\omega$ interference and it reflects the corresponding behavior of the pion form factor $F_{\pi}$ [68]. The skewness of the mass distribution in the $\rho^{0}$ mass region, and its decrease with increasing $Q^{2}$, are well reproduced by the model. The $\chi^{2} /$ degrees of freedom for the comparison is given in Fig. 18 for each $Q^{2}$ range.

The subsequent analysis is restricted to the $\rho^{0}$. Cross sections for $\rho^{0}$ production will be determined using the results of the Breit-Wigner fits discussed above. The different methods for measuring the $\rho^{0}$ cross section proposed in the literature $[64,65,69]$ yield results which are consistent with each other at the level of $10-15 \%[6,7]$.

### 5.2 Cross sections and cross section ratios

In this section cross section measurements for diffractive $\rho^{0}$ production are presented. Here " $\rho^{0}$ " is defined as the mass region $0.57 \mathrm{GeV}<M\left(\pi^{+} \pi^{-}\right)<0.97 \mathrm{GeV}$, with a correction for the tails of the Breit-Wigner distribution for the $\rho^{0}$. The corresponding correction factor is equal to $1 / 0.876$, which is independent of $Q^{2}$ within the experimental errors. The cross sections are for single-diffraction (SD) only, i.e. they were corrected to exclude the contribution from double-diffraction dissociation. The ( $\mathrm{SD}+\mathrm{DD}$ ) cross section is obtained from the SD cross section by $\sigma^{S D+D D}=\sigma^{S D} /(1-h)=\sigma^{S D} / 0.8$ (see Sect. 4.5).

### 5.2.1 Ratios of muoproduction cross sections

The corrected ratio $r=\sigma_{\text {diff }}\left(\rho^{0}\right) / \sigma_{\text {inel }}=\sigma_{\text {diff }}(\mu p \rightarrow$ $\left.\mu \rho^{0} p\right) / \sigma_{\text {inel }}(\mu p \rightarrow \mu H)$, where $H$ stands for any hadronic system, is shown for different bins of $Q^{2}$ as a function of $x$ in Fig. 20, and as a function of $\nu$ in Fig. 21. Essentially Fig. 21 is a different representation of the data points in Fig. 20, since at fixed $Q^{2}$ a variation of $x$ corresponds to a variation of $\nu$. There is little or no dependence on $x$ as long as $Q^{2}$ is fixed. The $x$ dependence of $r$, which is of interest in the context of nuclear shadowing, is useful for comparisons with data from heavy nuclear targets.

At fixed $Q^{2}$, the ratio $r$ is also quite independent of $\nu$ (Fig. 21). On the other hand $r$ depends strongly on $Q^{2}$, as can be seen from Fig. 22. At the lowest $Q^{2}$ accessible in this experiment diffractive $\rho^{0}$ production accounts for about $8 \%$ of the inelastic cross section.


Fig. 22. The ratio $\sigma_{d i f f}\left(\rho^{0}\right) / \sigma_{\text {inel }}$ as a function of $Q^{2}$. The errors shown are statistical
5.2.2 Cross sections for virtual-photoproduction of $\rho^{0}$ mesons

Following the procedure described in Sect.4.4, the ratios $r$ were used to calculate absolute cross sections
$d \sigma_{d i f f} / d \nu d Q^{2}\left(\mu p \rightarrow \mu \rho^{0} p\right)$
for diffractive $\rho^{0}$ production by muons. The cross sections $\sigma_{d i f f}\left(\gamma^{*} p \rightarrow \rho^{0} p\right)$ for diffractive rho production by virtual photons were then obtained according to [70]

$$
\begin{align*}
\sigma_{\text {diff }}\left(\gamma^{*} p \rightarrow \rho^{0} p\right) & =\sigma_{T}+\epsilon \cdot \sigma_{L}  \tag{22}\\
& =\frac{1}{\Gamma_{T}} \frac{d \sigma_{d i f f}\left(\mu p \rightarrow \mu \rho^{0} p\right)}{d \nu d Q^{2}} .
\end{align*}
$$

$\Gamma_{T}$ is the flux of transversely polarized virtual photons, $\epsilon=$ $\Gamma_{L} / \Gamma_{T}$ is the ratio of fluxes of longitudinally to transversely polarized virtual photons (see Eqs. (2) and (3)). $\sigma_{T}\left(\sigma_{L}\right)$ is the cross section for diffractive $\rho^{0}$ production by transversely (longitudinally) polarized virtual photons.

The results for $\sigma_{d i f f}\left(\gamma^{*} p \rightarrow \rho^{0} p\right)=\sigma_{T}+\epsilon \sigma_{L}$ as a function of $Q^{2}$ are listed in Table 5 and are plotted in Fig. 23. The solid line represents the result of fitting the expression

$$
\begin{align*}
& \sigma_{d i f f}\left(\gamma^{*} p \rightarrow \rho^{0} p\right)=\sigma_{0}\binom{M_{\rho}^{2}}{Q^{2}+M_{\rho}^{2}}^{m}(1+\epsilon R)  \tag{23}\\
& R=\frac{\sigma_{L}}{\sigma_{T}}=\xi^{2} \frac{Q^{2}}{M_{\rho}^{2}}, \tag{24}
\end{align*}
$$

which is a prediction by the vector dominance model [52, 28], to the E665 data points. In the fit, $m$ was set to 2 and $\sigma_{0}$ and $\xi^{2}$ were treated as free parameters. $\sigma_{0}$ may be regarded as an estimate of the photoproduction cross section for diffractive $\rho^{0}$ production. Expression (23) yields an excellent fit to the data points with a $\chi^{2} /$ degrees of freedom of 0.86 . The fitted values of $\sigma_{0}$ and $\xi^{2}$ are ( $10.30 \pm 0.33$ ) $\mu b$ and $(-0.04 \pm 0.02)$ respectively.

The negative value of $\xi^{2}$ (and thus of $R$ ) shows that expressions (23) and (24) are not a correct representation of the experimental data. More precisely, $R$ as calculated by (24) using the fitted value of $\xi^{2}$ cannot be considered as a measurement of $\sigma_{L} / \sigma_{T}$. In other high $\nu(\nu \gtrsim 50 \mathrm{GeV})$ - low $Q^{2}\left(Q^{2} \lesssim 10 \mathrm{GeV}^{2}\right)$ leptoproduction experiments, $\xi^{2}$ was


Fig. 23. $\sigma_{\text {diff }}\left(\gamma^{*} p \rightarrow \rho^{0} p\right)$ as a function of $Q^{2}$ : E665 data (full circles) and the results from the CHIO [22], EMC [24], NMC [26], H1 [16] and ZEUS [15, 17, 18] experiments. The solid line represents the result of fitting expressions (23) and (24) to the E665 data points. The dashed line is a prediction by Pichowsky et al. $[38,39]$ for $W=15 \mathrm{GeV}$ and $\epsilon=1$. The dotted line is the prediction by J. Nemchik et al. [34] for $W=15 \mathrm{GeV}$ and $\epsilon=1$. The errors on the E665 data points are statistical. The numerical values of the E665 data points are listed in Table 5
also found to be close to or compatible with zero [20, 22, 23] when determined from the cross section measurements using (23) and (24). Higher values of $\xi^{2}$ are measured at lower $\nu[11,12,21]$. A determination of $R$ from the $\rho^{0}$ decay angular distributions using $s$-channel helicity conservation is presented in Sect. 5.4.

The E665 data points in Fig. 23 were also used to determine the power $m$ in (23). For this purpose the data points were fit by the expression (23), in which $R$ was set equal to $R\left(Q^{2}\right)$ as determined from the angular distributions (see eq. (35)). The fit yielded $\sigma_{0}=(10.23 \pm 0.56) \mu b$ and $m=2.51 \pm 0.07$ with a $\xi^{2} / n d f$ of 0.40 . A comparison with the previous fit, in which $m$ was set to 2 and the parametrization (24) with $\xi^{2}$ as a free parameter was used, shows that the extrapolated cross sections agree within the statistical errors.

A prediction for $\sigma_{d i f f}\left(\gamma^{*} p \rightarrow \rho^{0} p\right)$ based on a Pomeronexchange model $[38,39]$ (dashed line in Fig. 23) appears to describe the $Q^{2}$ dependence of the cross section satisfactorily.

A prediction [34] based on the color dipole BFKL model, which provides a unified description of soft and hard deep inelastic phenomena, is drawn as dotted line in Fig. 23. The prediction of the model, in which the photoproduction cross section is calculated as $\sigma_{0}=10.1 \mu b$, is lower than the E665 measurements in the region $0.15 \mathrm{GeV}^{2}<Q^{2}<10 \mathrm{GeV}^{2}$ by about a factor of 2 .

Also shown in Fig. 23 are measurements by the CHIO [22], EMC [24], NMC [26], H1 [16] and ZEUS [15, 17, 18] experiments. The data from [18] are preliminary. In general


Fig. 24. $\sigma_{\text {diff }}\left(\gamma^{*} p \rightarrow \rho^{0} p\right)$ as a function of $Q^{2}$ in different regions of $\nu$. The solid lines represent the results of fitting expressions (23) and (24) to the E665 data points in each $\nu$ bin. The errors shown are statistical. The numerical values of the E665 data points are listed in Table 5


Fig. 25. $\sigma_{d i f f}\left(\gamma^{*} p \rightarrow \rho^{0} p\right)$ as a function of $W$ in different ranges of $Q^{2}$. The numbers in the plot denote the approximate values of $Q^{2}$. The data in the various $Q^{2}$ ranges are alternately represented by open and full symbols. The data for $Q^{2}>0$ are from this experiment (E665, circles), from the CHIO [22], the NMC [26, 27] and the ZEUS [15, 17, 18] experiments. The photoproduction data $\left(Q^{2}=0\right)$ are from $[1,2,3]$ and from the ZEUS [5, 6, 9] and H1 [7] experiments. The E665 data points at $Q^{2}=0$ represent the extrapolated cross sections $\sigma_{0}$. The errors on the E665 data points are statistical. The numerical values of the E665 data points are listed in Tables 5 and 6


Fig. 26. Cross section for diffractive $\rho^{0}$ production by real (upper plot) and virtual (lower plots) photons as a function of $W$. The photoproduction data are from $[1,2,3]$ and from the ZEUS $[5,6,9]$ and H 1 [7] experiments. The E665 data points at $Q^{2}=0$ represent the extrapolated cross sections $\sigma_{0}$. The data at $Q^{2}>0$ are from this (E665), the NMC $[26,27]$ and the ZEUS $[15,17,18]$ experiments. The solid curves represent the results of fits of the expression $a \cdot(W / \mathrm{GeV})^{\kappa}$ to the E665 data points. The dashed curve is the prediction from [71, 72]. The dotted curves represent the function $(W / \mathrm{GeV})^{0.22}$ with arbitrary normalization. The errors on the E665 data points are statistical. The numerical values of the E665 data points are listed in Tables 5 and 6
there is good agreement between the experiments, with the exception of the NMC data points, which are systematically lower. Differences between the various results may be due to different definitions of the $\rho^{0}$, different treatment of doublediffraction dissociation, different average values of $\epsilon$ and different ranges of $\nu$. For the $\nu$ (or $W$ ) dependence at fixed $Q^{2}$ see Fig. 25.

Figure 24 shows the $Q^{2}$ dependence of $\sigma_{\text {diff }}\left(\gamma^{*} p \rightarrow\right.$ $\rho^{0} p$ ) for different ranges of $\nu$. In each bin of $\nu$ the data are well represented by expressions (23) and (24) (solid lines). The results for $\sigma_{0}$ and $\xi^{2}$ from fits to the data are compiled in Table 5. There is good agreement between the extrapolated cross sections $\sigma_{0}$ from this experiment and the photoproduction measurements by [2], $\sigma=(9.2 \pm 0.2) \mu b$ for $30<\nu<180 \mathrm{GeV}$, and [3], $\sigma=(9.2 \pm 0.1) \mu b$ for $20<\nu<70 \mathrm{GeV}$ (see also Fig. 26).

A different representation of the diffractive $\rho^{0}$ cross section is given in Fig. 25, in which $\sigma_{d i f f}\left(\gamma^{*} p \rightarrow \rho^{0} p\right)$ is plotted versus $W\left(W^{2}=M_{p}^{2}+2 M_{p} \nu-Q^{2}\right)$, in different regions of


Fig. 27. $\sigma_{d i f f}\left(\gamma^{*} p \rightarrow \rho^{0} p\right)$ as a function of $x$ in different bins of $Q^{2}$ (in $\mathrm{GeV}^{2}$ ). The preliminary data from [18] are shown for comparison. The errors on the E665 data points are statistical. The numerical values of the E665 data points are listed in Table 9


Fig. 28. The cross sections $\sigma_{T}, \sigma_{L}$ and $\sigma_{T}+\sigma_{L}$ for diffractive $\rho^{0}$ production by virtual photons on protons, as a function of $Q^{2}$. The errors shown are statistical. The numerical values of the E665 data points are listed in Table 7
$Q^{2} . W$ is the invariant mass of the system formed by the virtual photon and the target proton. The numerical values of the E665 data points are listed in Table 6.

The $W$ dependence of the cross section $\sigma_{d i f f}$ for some selected values of $Q^{2}$ is also shown in Fig. 26. The photoproduction data are compared with the theoretical prediction for a "soft Pomeron" [71, 72], given by the dashed curve. The model reproduces the general trend of the data. At each $Q^{2}$ the E665 data points were fitted by a dependence $(W / \mathrm{GeV})^{\kappa}$, yielding $\kappa=0.31 \pm 0.20$ at $Q^{2}=0$, $\kappa=0.31 \pm 0.20$ at $Q^{2}=0.61 \mathrm{GeV}^{2}$ and $\kappa=0.02 \pm 0.75$ at $Q^{2}=5.69 \mathrm{GeV}^{2}$ (solid curves). At $\left\langle Q^{2}\right\rangle=0.48 \mathrm{GeV}^{2}$ the ZEUS experiment [17] obtained $\kappa=0.33 \pm 0.14$ (stat.) $\pm 0.15$ (syst.). The dotted curves represent the function $(W / \mathrm{GeV})^{0.22}$ (with arbitrary normalization), which is the


Fig. 29. The cross section $\sigma_{T}$ as a function of $x$ for different regions of $Q^{2}$ (in $\mathrm{GeV}^{2}$ ). The errors shown are statistical. The numerical values of the E665 data points are listed in Table 9
typical high-energy behavior in soft Pomeron models. Taking into account the systematic errors which are not yet included in the error bars, $20 \%$ for E665 and ${ }_{-19}^{+7} \%$ for ZEUS (at $Q^{2}=5.9 \mathrm{GeV}^{2}$ ), the E665 and ZEUS data are consistent with a gentle increase of $\sigma_{d i f f}$ with $W$, as expected by models based on soft pomeron exchange. The NMC cross sections, which have an additional systematic error of $20 \%$, tend to be lower than the E665 data (see also Fig. 23).

The $x$ dependence of $\sigma_{\text {diff }}\left(\gamma^{*} p \rightarrow \rho^{0} p\right)$ is shown in Fig. 27 for different regions of $Q^{2}$. In each $Q^{2}$ range the cross sections appear to decrease with increasing $x$. However, since in a given $Q^{2}$ range the average $Q^{2}$ increases by about a factor $2-3$ when $x$ is varied between its minimum and maximum value, the apparent decrease of the cross section is at least partly due to a reflection of the strong dependence on $Q^{2}$ (see Fig. 23). The same remark applies to Figs. 29 and 30. It does not apply to Fig. 25, since in a given $Q^{2}$ range the average $Q^{2}$ is practically independent of $W$.

Using $R=\sigma_{L} / \sigma_{T}$ as determined in Sect. 5.4 from the angular distributions, the transverse and longitudinal cross sections $\sigma_{T}$ and $\sigma_{L}$ have been derived from $\sigma_{d i f f}\left(\gamma^{*} p \rightarrow\right.$ $\rho^{0} p$ ) according to
$\sigma_{T}=\frac{\sigma_{\text {diff }}}{1+\epsilon R} \quad \sigma_{L}=\frac{\sigma_{\text {diff }}}{{ }_{R}^{1}+\epsilon}$.
When applying (25) to the experimental data the variation of $R$ and $\epsilon$ with the kinematic quantities has been taken into account by computing $R$ and $\epsilon$ in each bin separately. $R$ was calculated using (35). For $\epsilon$ the weighted average $\langle\epsilon\rangle_{1}=\int \epsilon \sigma_{L} \cdot d \nu d Q^{2} / \int \sigma_{L} \cdot d \nu d Q^{2}$ was taken, where $\sigma_{L}$ was parametrized according to (23), with $m=2.51$ and $R\left(Q^{2}\right)$ from (35).
$\sigma_{T}, \sigma_{L}$ and $\left(\sigma_{T}+\sigma_{L}\right)$ are displayed as a function of $Q^{2}$ in Fig. 28, and tabulated in Table 7. In the $Q^{2}$ range 0.15 $10 \mathrm{GeV}^{2}$, the $Q^{2}$ dependence of $\sigma_{L}$ is clearly weaker than that of $\sigma_{T}$, as expected from the strong rise of $R$ in this $Q^{2}$


Fig. 30. The cross section $\sigma_{L}$ as a function of $x$ for different regions of $Q^{2}$ (in $\mathrm{GeV}^{2}$ ). The errors on the E665 data points are statistical. The numerical values of the E665 data points are listed in Table 9
region (see Fig. 41). $\sigma_{T}$ is dominating at low $Q^{2}$, and $\sigma_{L}$ starts exceeding $\sigma_{T}$ at $Q^{2} \approx 2 \mathrm{GeV}^{2}$.

Assuming $R$ to depend only on $Q^{2}, \sigma_{T}$ and $\sigma_{L}$ can be determined as a function of $W$ or $x$ in different $Q^{2}$ ranges. The results for $\left(\sigma_{T}+\sigma_{L}\right)$ as a function of $W$ are tabulated in Table 8. The results for $\sigma_{T}$ and $\sigma_{L}$ as a function of $x$ in different regions of $Q^{2}$ are plotted in Fig. 29 and 30 respectively and are listed in Table 9.

In Table 10 the average values of $Q^{2}, \nu, W, x$ and $\epsilon$ are given for the different bins in $\log \left(Q^{2} / \mathrm{GeV}^{2}\right)$ or $\nu$. The average of a quantity $v$ was determined as $\langle v\rangle=\int v \sigma_{\text {diff }}$. $d \nu d Q^{2} / \int \sigma_{\text {diff }} \cdot d \nu d Q^{2}$, where $\sigma_{\text {diff }}$ was parametrized according to (23) with $m=2.51$ and $R\left(Q^{2}\right)$ from (35). It can be seen that $x$ and $Q^{2}$ are strongly correlated, whereas $\nu$ (or $W$ ) and $Q^{2}$ are practically uncorrelated. $\epsilon$ is nearly independent of $Q^{2}$ and decreases with increasing $\nu$ at high $\nu$.

### 5.3 Distributions of $t^{\prime}$ and $p_{\perp}^{2}$

As has been shown in Sect. 4.3 (Fig. 15) the $t^{\prime}$ distributions are particularly sensitive to the presence of DD events. In order to study the influence from DD , the $t^{\prime}$ distributions have been corrected to exclude or include the full DD contribution. Note that in both cases the corrections depend on the simulation of DD events in the Monte Carlo program, because there is no clean way in the present experiment of separating the DD events. The results for the slope values $b$ obtained from fits of the expression

$$
\begin{equation*}
\frac{d \sigma}{d t^{\prime}}=A e^{-b t^{\prime}} \tag{26}
\end{equation*}
$$

to the corrected distributions are listed in Table 11.
The various fits differ in the $t^{\prime}$ range used for the fit, in the $Q^{2}$ range and in the treatment of the DD contribution. In general the slope values $b$ are lower by $\sim 0.7 \mathrm{GeV}^{-2}$ if the


Fig. 31. $t^{\prime}$ distributions in different regions of $Q^{2}$ (in $\mathrm{GeV}^{2}$ ), corrected to exclude the full double-diffraction contribution. The solid lines represent the results of fits of expression (26) to the experimental distributions. The results of the fits are listed in Table 11 (parameter $b$ in column labelled SD). The errors shown are statistical

DD contribution is included. The same trend is seen in the sample of true Monte Carlo events. The slope values also decrease as the upper limit in $t^{\prime}$ is increased, typically by 0.5 $\mathrm{GeV}^{-2}$ when changing the upper limit from $t^{\prime}=0.5 \mathrm{GeV}^{2}$ to $1.0 \mathrm{GeV}^{2}$. This behavior is explained by the rising relative contribution of DD events with increasing $t^{\prime}$ (Fig. 15). The $t^{\prime}$ range which is most appropriate for the determination of the SD corrected slopes is the range $t^{\prime}<0.5 \mathrm{GeV}^{2}$, because the corrections for the DD contribution are small in this region and start increasing only above $t^{\prime}=0.5 \mathrm{GeV}^{2}$.

There is a clear decrease of the slope value with increasing $Q^{2}: b$ drops by $\sim 2 \mathrm{GeV}^{-2}$ in the $Q^{2}$ range from 0.15 to $3 \mathrm{GeV}^{2}$ (Figs. 31, 32). This behavior is also present in the uncorrected data, however, not in the Monte Carlo samples.

In the experimental data $t_{\text {min }}$ is calculated assuming the baryonic diffractive mass $M_{B}$ to be equal to the proton mass. This leads to additional experimental smearing in $t^{\prime}$ in double-diffraction dissociation events [25]. For this reason the same analysis as for $t^{\prime}$ was done with the variable $p_{\perp}^{2}$, which is the square of the transverse momentum (relative to the direction of the virtual photon in the cms ) of the mesonic diffractive system $X$. The corresponding results are included in Table 11.

The same conclusion as obtained for the slopes $b$ can be drawn for the slopes $d$ of the $p_{\perp}^{2}$ distributions. In particular also the $Q^{2}$ dependence is observed when the variable $p_{\perp}^{2}$ is used. This indicates that the smearing effects are properly taken into account in the correction procedure. It should be noted that the values of $d$ and $b$ are not expected to be identical. At small production angles of the diffractive system in the $\mathrm{cms}, t^{\prime}$ and $p_{\perp}^{2}$ are related by


Fig. 32. The slope parameter $b$ as a function of $Q^{2}$ from different muoproduction experiments: The data are from this experiment (full circles), and from [20], CHIO [22] and NMC [26]. Photoproduction measurements [3, 4] are shown for comparison. The errors on the E665 points are statistical
$t^{\prime} \approx \frac{p}{p^{\prime}} p_{\perp}^{2}$,
where $p$ and $p^{\prime}$ are the cms momenta of the virtual photon and the mesonic diffractive system respectively. The expected ratio $b / d$ of slope values is thus equal to $p^{\prime} / p$ which is different from 1 and which depends on $\nu, Q^{2}, M_{X}$ and $M_{B}$. However, in the kinematic range considered in this analysis, $b / d$ is close to 1 , the difference being negligible compared to the experimental errors. This was verified by Monte Carlo calculations.

In Fig. 32 the slope values $b$ are compared with the results from other muoproduction experiments, which cover a similar region in $\nu$ and $Q^{2}[20,22,26]$. The differences between the results of the various experiments may be partly due to the different experimental procedures, such as the $t^{\prime}$ range used in the fit and the corrections applied for the nondiffractive and double-diffraction dissociation background. The data within each of the experiments is consistent with a moderate fall-off of $b$ with increasing $Q^{2}$. The slope parameters as measured in this experiment tend to be lower than those measured in photoproduction in a similar $\nu$ range: $b=(8.4 \pm 0.1) \mathrm{GeV}^{-2}[3]$ and $b=(10.6 \pm 1.0) \mathrm{GeV}^{-2}[4]$. The decrease of $b$ with increasing $Q^{2}$ is usually interpreted as evidence for a shrinkage of the effective $\gamma^{*} p$ interaction radius [73, 74]. Such a shrinkage was also suggested by the measurements of the diffractive $\rho^{0}$ cross section on heavy nuclei [75]. Evidence for a decrease of $b$ with increasing $Q^{2}$ has also been seen in experiments at lower [21, 13, 14] and at higher $\nu$ [17-19].

In the $\nu$ range covered by this experiment no dependence of $b$ on $\nu$ is observed. However, a comparison of $b$ values from E665, $b=(7.7 \pm 0.4) \mathrm{GeV}^{-2}$ for $20<\nu<420 \mathrm{GeV}$ and $\left\langle Q^{2}\right\rangle=0.43 \mathrm{GeV}^{2}$, and from ZEUS [17], $b=(9.3 \pm 0.7$ (stat.) $\pm 0.8$ (syst.)) $\mathrm{GeV}^{-2}$ for $1330<\nu<4317 \mathrm{GeV}$
and $\left\langle Q^{2}\right\rangle=0.48 \mathrm{GeV}^{2}$, is consistent with the shrinkage of the $t$ distribution expected in the Regge theory with a soft Pomeron ( $\alpha^{\prime}=0.25 \mathrm{GeV}^{-2}$ ):
$b_{\text {high } W}-b_{\text {low } W}=2 \alpha^{\prime} \ln \binom{W_{\text {high }}^{2}}{W_{\text {low }}^{2}} \approx 2 \mathrm{GeV}^{-2}$.
A similar shrinkage is observed in photoproduction of $\rho^{0}$ mesons [ $3,6,7$ ], and also at higher $Q^{2}\left(8<Q^{2}<50 \mathrm{GeV}^{2}\right)$ [19]. The shrinkage of the $t$ distribution with increasing $W$ is discussed in the framework of QCD in [76].

### 5.4 Production and decay angular distributions

The production and decay of the $\rho^{0}$ is studied in terms of the following angles [77, 12]:

- $\phi$ : the azimuthal angle around the direction of the virtual photon in the cms between the lepton plane (formed by the incident and the scattered muon) and the $\rho^{0}$ production plane (formed by the virtual photon and the $\rho^{0}$ );
$-\vartheta, \varphi$ : the polar and azimuthal angles of the decay $\pi^{+}$in the $\rho^{0}$ rest frame respectively: $\vartheta$ is the angle between the decay $\pi^{+}$and the direction of the $\rho^{0}$ in the cms (reference axis), $\varphi$ is the azimuthal angle around the reference axis between the decay plane (formed by the decay $\pi^{+}$and the reference axis) and the $\rho^{0}$ production plane (formed by the virtual photon and the reference axis).
$-\psi=\varphi-\phi$
The angular distributions are shown in Figs. 33-36 for different regions of $Q^{2}$. There is a striking change with $Q^{2}$ of the shape of the distributions for $\cos \vartheta$ and $\psi$, which will be discussed below.

By integrating the theoretical angular distribution $W(\cos \vartheta, \varphi, \phi)$ one obtains the distributions in the variables $\cos \vartheta, \varphi$ and $\psi$ :

$$
\begin{equation*}
\frac{d N}{d \cos \vartheta} \approx \frac{3}{4}\left\{1-r_{00}^{04}+\left(3 r_{00}^{04}-1\right) \cos ^{2} \vartheta\right\} \tag{29}
\end{equation*}
$$

The density matrix element $r_{00}^{04}$ is the probability that the $\rho^{0}$ has helicity 0 (longitudinal polarization).

$$
\begin{align*}
& \frac{d N}{d \varphi} \approx  \tag{30}\\
& \frac{1}{2 \pi}\left\{1-2 r_{1-1}^{04} \cos 2 \varphi+P \sqrt{ } 1-\epsilon^{2} 2 \operatorname{Im}\left(r_{1-1}^{3}\right) \sin 2 \varphi\right\}
\end{align*}
$$

where $\epsilon$ is given by (3) and $P$ is the polarization of the incident muon. The hypothesis that the helicity of the virtual photon is retained by the $\rho^{0}$ is called s-channel helicity conservation (SCHC). If SCHC is assumed $W(\cos \vartheta, \varphi, \phi)$ reduces to $W(\cos \vartheta, \psi)$. After integration over $\cos \vartheta$ one obtains:
$\frac{d N}{d \psi} \approx \frac{1}{2 \pi}\left\{1+2 \epsilon r_{1-1}^{1} \cos 2 \psi\right\}$
The density matrix elements $r_{00}^{04}, r_{1-1}^{04}, \operatorname{Im}\left(r_{1-1}^{3}\right)$ and $r_{1-1}^{1}$ were determined by fitting the expressions (29), (30) and (31) to the experimental distributions. The distribution of the polarization $P$ in the present experiment has a mean of


Fig. 33. The distribution of $\cos \vartheta$ in different regions of $Q^{2}$. The solid lines represent the results of fits of expression (29) to the experimental distributions. The average values of $Q^{2}$ are in $\mathrm{GeV}^{2}$. The errors shown are statistical


Fig. 34. The distribution of $\varphi$ in different regions of $Q^{2}$. The solid lines represent the results of fits of expression (30) to the experimental distributions. The average values of $Q^{2}$ are in $\mathrm{GeV}^{2}$. The errors shown are statistical
0.7 and a root mean square deviation of 0.3 [78]. In (30) $P$ was set to 0.7 .

For $\epsilon$ in (30) and (31) the weighted average $\langle\epsilon\rangle_{2}=$ $\int \epsilon \Gamma_{T} \sigma_{L} \cdot d \nu d Q^{2} / \int \Gamma_{T} \sigma_{L} \cdot d \nu d Q^{2}$ was taken, where $\sigma_{L}$ was parametrized according to (23) with $m=2.51$ and $R\left(Q^{2}\right)$ from (35). The weight $\Gamma_{T} \sigma_{L}$ was chosen because the (acceptance corrected) number of experimental events, which is used for determining the density matrix elements, is proportional to the muoproduction cross section (21) and not to the cross section $\sigma_{d i f f}\left(\gamma^{*} p \rightarrow \rho^{0} p\right)$. Note that $\langle\epsilon\rangle_{2}$ is different from $\langle\epsilon\rangle_{1}$ used in the conversion of $\sigma_{d i f f}$ into $\sigma_{L}$ and $\sigma_{T}$ (eq. (25)).

The measured values of $r_{00}^{04}, r_{1-1}^{04}, \operatorname{Im}\left(r_{1-1}^{3}\right)$ and $r_{1-1}^{1}$ are plotted as a function of $Q^{2}$ in Figs. 37-40 respectively. The numerical values are listed in Table 12. The data from
the present experiment confirm the rapid change of the $\rho^{0}$ polarization in the low- $Q^{2}$ region [12, 21, 13]: while the fraction of longitudinally polarized $\rho^{0}$, given by the value of $r_{00}^{04}$, is zero at $Q^{2}=0$ [3] it becomes $50 \%$ at $Q^{2} \approx 2 \mathrm{GeV}^{2}$ (Fig. 37), rising further at higher $Q^{2}$.

There seems to be only little dependence of $r_{00}^{04}$ on $\nu$, as can be seen from the data points of the DESY $(2.0<$ $\nu<4.5 \mathrm{GeV}$ ), E665 ( $20<\nu<420 \mathrm{GeV}$ ) and ZEUS ( $1332<\nu<4318 \mathrm{GeV}$ ) experiments. A similar statement applies to $r_{1-1}^{04}$ and $r_{1-1}^{1}$.

Further predictions in the case of SCHC are
$r_{1-1}^{04}=r_{1-1}^{3}=0$
and


Fig. 35. The distribution of $\phi$ in different regions of $Q^{2}$. The average values of $Q^{2}$ are in $\mathrm{GeV}^{2}$. The errors shown are statistical


Fig. 36. The distribution of $\psi$ in different regions of $Q^{2}$. The solid lines represent the results of fits of expression (31) to the experimental distributions. The average values of $Q^{2}$ are in $\mathrm{GeV}^{2}$. The errors shown are statistical
$R=\sigma_{L} / \sigma_{T}=\frac{1}{\epsilon} \cdot \frac{r_{00}^{04}}{1-r_{00}^{04}}$.
If, in addition to SCHC, there is natural-parity exchange in the t-channel, $r_{1-1}^{1}$ and $r_{00}^{04}$ are related by
$r_{1-1}^{1}=\frac{1}{2}\left(1-r_{00}^{04}\right)$.
As can be seen from Figs. 38, 39 and Tables 12 and 13 the relations (32) and (34) are fulfilled within two standard deviations. The data are thus consistent with SCHC and $t$ channel natural-paritiy exchange.

Assuming SCHC, $R$ has been determined using relation (33). The results are tabulated in Table 13 and plotted in Fig. 41. Similar to the case of $r_{00}^{04}, R$ rises strongly with increasing $Q^{2}$, reaching a value of 1 at $Q^{2} \approx 2 \mathrm{GeV}^{2}$.

A fit of the expression
$R\left(Q^{2}\right)=C_{0}\left(Q^{2}\right)^{C_{1}}$
to the E665 $R$ values yields $C_{0}=0.66 \pm 0.05$ and $C_{1}=$ $0.61 \pm 0.09$ with a $\chi^{2} / n d f$ of 0.98 .

The measurements of $R$ for diffractive $\rho^{0}$ productions can be used to determine a lower limit on $R^{\text {inel }}=\sigma_{L}^{\text {inel }} / \sigma_{T}^{\text {inel }}$ according to
$R_{\text {low }}^{\text {inel }}=\frac{r}{(1-r) \epsilon+\frac{1}{R}}$.
Here $r=\sigma_{\text {diff }}\left(\rho^{0}\right) / \sigma_{\text {inel }}$ is the ratio of the cross section for diffractive $\rho^{0}$ production and the inelastic cross section. Assuming the measured $R$ to be valid not only for singlediffraction but also for double-diffraction $\rho^{0}$ production, the $r$ corresponding to the ( $\mathrm{SD}+\mathrm{DD}) \rho^{0}$ cross section should be used in (36). The latter is obtained from $r^{S D}$ by $r^{S D+D D}=$

Table 5. The cross section $\sigma_{\text {diff }}\left(\gamma^{*} p \rightarrow \rho^{0} p\right)=\sigma_{T}+\epsilon \sigma_{L}$ as a function of $Q^{2}$, for all $\nu$ and for four regions of $\nu$. The lower part of the table contains the results of fitting expressions (23) and (24) to the experimental data on $\sigma_{d i f f}\left(\gamma^{*} p \rightarrow \rho^{0} p\right)$ in different bins of $\nu$ (Figs. 23 and 24). The cross sections, which are for single diffraction only, include a correction for the tails of the $\rho^{0}$ Breit-Wigner distribution. The errors given are statistical only. There are additional errors from the systematic error of $r( \pm 5 \%)$ and from the systematic error of $F_{2}^{p}$. The latter is composed of an overall normalization uncertainty of less than $1.8 \%$ and a kinematics dependent uncertainty, which is listed in the last column of Table 10 . The effect on the results for the cross sections from a change of the fraction of double-diffraction dissociation events in the Monte Carlo simulation is discussed in Sect. 4.5. The $Q^{2}$ values were determined such that $\sigma_{d i f f}$ at these $Q^{2}$ is equal to the tabulated $\sigma_{d i f f}$, assuming a $Q^{2}$ dependence of $\sigma_{d i f f}$ according to (23) with $m=2.51$ and $R\left(Q^{2}\right)$ from (35)

| range in | $Q^{2}$ |  | $\sigma\left(\gamma^{*} p \rightarrow \rho^{0} p\right)(\mu b)$ |  |  |  |
| :---: | ---: | :--- | :--- | :--- | :--- | :--- |
| $\log \left(Q^{2} / \mathrm{GeV}^{2}\right)$ | $\left(\mathrm{GeV}^{2}\right)$ | all $\nu$ |  | $20<\nu<90 \mathrm{GeV}$ | $90<\nu<150 \mathrm{GeV}$ | $150<\nu<250 \mathrm{GeV}$ |
| $-0.82,-0.75$ | 0.17 | $7.43 \pm 1.03$ | $4.75 \pm 1.72$ | $6.88 \pm 1.83$ | $250<\nu<420 \mathrm{GeV}$ |  |
| $-0.75,-0.50$ | 0.25 | $5.03 \pm 0.26$ | $4.45 \pm 0.35$ | $4.54 \pm 0.40$ | $4.59 \pm 1.48$ | $7.33 \pm 1.66$ |
| $-0.50,-0.25$ | 0.43 | $3.52 \pm 0.16$ | $2.79 \pm 0.16$ | $3.33 \pm 0.24$ | $3.89 \pm 0.31$ | $5.96 \pm 0.66$ |
| $-0.25,-0.00$ | 0.76 | $1.84 \pm 0.10$ | $1.63 \pm 0.11$ | $2.19 \pm 0.18$ | $1.83 \pm 0.17$ | $4.15 \pm 0.47$ |
| $0.00,0.25$ | 1.35 | $0.875 \pm 0.066$ | $0.799 \pm 0.079$ | $0.846 \pm 0.108$ | $0.931 \pm 0.112$ | $2.01 \pm 0.26$ |
| $0.25,0.50$ | 2.39 | $0.315 \pm 0.036$ | $0.282 \pm 0.051$ | $0.331 \pm 0.060$ | $0.403 \pm 0.073$ | $0.283 \pm 0.163$ |
| $0.50,0.75$ | 4.23 | $0.126 \pm 0.022$ | $0.184 \pm 0.043$ | $0.152 \pm 0.045$ | $0.095 \pm 0.029$ | $0.125 \pm 0.047$ |
| $0.75,1.00$ | 7.51 | $0.048 \pm 0.013$ | $0.021 \pm 0.013$ | $0.026 \pm 0.017$ | $0.062 \pm 0.023$ | $0.063 \pm 0.037$ |
|  |  | $10.30 \pm 0.33$ | $8.81 \pm 0.38$ | $10.21 \pm 0.52$ | $10.13 \pm 0.54$ | $12.16 \pm 0.89$ |
| $\sigma_{0}(\mu b)$ |  | $-0.04 \pm 0.02$ | $-0.03 \pm 0.02$ | $-0.03 \pm 0.02$ | $-0.02 \pm 0.03$ | $-0.13 \pm 0.05$ |
| $\xi^{2}$ |  | 0.86 | 0.82 | 0.91 | 1.34 | 0.39 |

Table 6. The cross section $\sigma_{d i f f}\left(\gamma^{*} p \rightarrow \rho^{0} p\right)=\sigma_{T}+\epsilon \sigma_{L}$ as a function of $W$, for four regions of $Q^{2}$. The cross sections, which are for single diffraction only, include a correction for the tails of the $\rho^{0}$ Breit-Wigner distribution. The errors given are statistical only. There are additional errors from the systematic error of $r( \pm 5 \%)$ and from the systematic error of $F_{2}^{p}$. The latter is composed of an overall normalization uncertainty of less than $1.8 \%$ and a kinematics dependent uncertainty, which is listed in the last column of Table 10 . The effect on the results for the cross sections from a change of the fraction of double-diffraction dissociation events in the Monte Carlo simulation is discussed in Sect.4.5. The $Q^{2}$ values were determined such that $\sigma_{d i f f}$ at these $Q^{2}$ is equal to the tabulated $\sigma_{d i f f}$, assuming a $Q^{2}$ dependence of $\sigma_{d i f f}$ according to (23) with $m=2.51$ and $R\left(Q^{2}\right)$ from (35)

| range in | $\langle W\rangle$ | $\sigma\left(\gamma^{*} p \rightarrow \rho^{0} p\right)(\mu b)$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\nu(\mathrm{GeV})$ | (GeV) | $\begin{gathered} Q^{2}=0.24 \\ \left(\mathrm{GeV}^{2}\right) \end{gathered}$ | $\begin{gathered} Q^{2}=0.61 \\ \left(\mathrm{GeV}^{2}\right) \end{gathered}$ | $\begin{gathered} Q^{2}=1.84 \\ \left(\mathrm{GeV}^{2}\right) \end{gathered}$ | $\begin{gathered} Q^{2}=5.69 \\ \left(\mathrm{GeV}^{2}\right) \end{gathered}$ |
| 20-90 | 10.1 | $4.57 \pm 0.35$ | $2.09 \pm 0.09$ | $0.485 \pm 0.043$ | $0.073 \pm 0.017$ |
| 90-150 | 14.9 | $4.73 \pm 0.40$ | $2.58 \pm 0.15$ | $0.511 \pm 0.056$ | $0.069 \pm 0.019$ |
| 150-250 | 19.3 | $4.78 \pm 0.37$ | $2.53 \pm 0.16$ | $0.592 \pm 0.061$ | $0.072 \pm 0.017$ |
| 250-420 | 24.1 | $6.07 \pm 0.61$ | $2.72 \pm 0.24$ | $0.497 \pm 0.071$ | $0.075 \pm 0.025$ |

Table 7. The cross sections $\sigma_{T}, \sigma_{L}$ and $\sigma_{T}+\sigma_{L}$ for the reaction $\gamma^{*} p \rightarrow \rho^{0} p$ as a function of $Q^{2}$. The cross sections, which are for single diffraction only, include a correction for the tails of the $\rho^{0}$ Breit-Wigner distribution. The errors given are statistical only. There are additional errors from the systematic error of $r( \pm 5 \%)$ and from the systematic error of $F_{2}^{p}$. The latter is composed of an overall normalization uncertainty of less than $1.8 \%$ and a kinematics dependent uncertainty, which is listed in the last column of Table 10. The effect on the results for the cross sections from a change of the fraction of double-diffraction dissociation events in the Monte Carlo simulation is discussed in Sect.4.5. The $Q^{2}$ values were determined such that $\sigma_{d i f f}$ at these $Q^{2}$ is equal to the tabulated $\sigma_{d i f f}$, assuming a $Q^{2}$ dependence of $\sigma_{d i f f}$ according to (23) with $m=2.51$ and $R\left(Q^{2}\right)$ from (35). $\langle\epsilon\rangle_{1}$ is the weighted average ( $\int \epsilon \sigma_{L} \cdot d \nu d Q^{2} / \int \sigma_{L} \cdot d \nu d Q^{2}$ ), where $\sigma_{L}$ was parametrized according to (23) with $m=2.51$ and $R\left(Q^{2}\right)$ from (35)

| range in <br> $\log \left(Q^{2} / \mathrm{GeV}^{2}\right)$ | $Q^{2}$ <br> $\left(\mathrm{GeV}^{2}\right)$ | $\langle\epsilon\rangle_{1}$ | $R\left(Q^{2}\right)$ <br> using $(35)$ | cross sections (in $\mu b)$ for $\gamma^{*} p \rightarrow \rho^{0} p$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $-0.82,-0.75$ | 0.17 | 0.76 | $0.22 \pm 0.03$ | $6.37 \pm 0.89$ | $1.39 \pm 0.26$ | $7.77 \pm 1.08$ |
| $-0.75,-0.50$ | 0.25 | 0.80 | $0.28 \pm 0.03$ | $4.11 \pm 0.23$ | $1.15 \pm 0.12$ | $5.26 \pm 0.28$ |
| $-0.50,-0.25$ | 0.43 | 0.81 | $0.39 \pm 0.03$ | $2.67 \pm 0.13$ | $1.051 \pm 0.082$ | $3.72 \pm 0.17$ |
| $-0.25,0.00$ | 0.76 | 0.81 | $0.56 \pm 0.04$ | $1.269 \pm 0.073$ | $0.708 \pm 0.052$ | $1.98 \pm 0.10$ |
| $0.00,0.25$ | 1.35 | 0.81 | $0.79 \pm 0.08$ | $0.533 \pm 0.045$ | $0.422 \pm 0.040$ | $0.955 \pm 0.073$ |
| $0.25,0.50$ | 2.39 | 0.81 | $1.12 \pm 0.15$ | $0.165 \pm 0.022$ | $0.185 \pm 0.025$ | $0.350 \pm 0.040$ |
| $0.50,0.75$ | 4.23 | 0.81 | $1.59 \pm 0.29$ | $0.055 \pm 0.011$ | $0.088 \pm 0.017$ | $0.143 \pm 0.025$ |
| $0.75,1.00$ | 7.51 | 0.81 | $2.26 \pm 0.51$ | $0.017 \pm 0.005$ | $0.038 \pm 0.011$ | $0.055 \pm 0.015$ |

$r^{S D} /(1-h)=r^{S D} / 0.8 . R_{\text {low }}^{\text {inel }}$ calculated in this way is listed in the last column of Table 13.

## 6 Summary

In this paper the diffractive production of $\rho^{0}$ in the reaction $\mu p \rightarrow \mu \rho^{0} p$ has been studied in the kinematic region 20 $\mathrm{GeV}<\nu<420 \mathrm{GeV}$ and $0.15 \mathrm{GeV}^{2}<Q^{2}<20 \mathrm{GeV}^{2}$. The present analysis confirms the results from previous experi-

Table 8. The cross section $\left(\sigma_{T}+\sigma_{L}\right)$ for the reaction $\gamma^{*} p \rightarrow \rho^{0} p$ as a function of $W$, for four regions of $Q^{2}$. The cross sections, which are for single diffraction only, include a correction for the tails of the $\rho^{0}$ Breit-Wigner distribution. The errors given are statistical only. There are additional errors from the systematic error of $r( \pm 5 \%)$ and from the systematic error of $F_{2}^{p}$. The latter is composed of an overall normalization uncertainty of less than $1.8 \%$ and a kinematics dependent uncertainty, which is listed in the last column of Table 10. The effect on the results for the cross sections from a change of the fraction of double-diffraction dissociation events in the Monte Carlo simulation is discussed in Sect. 4.5. The $Q^{2}$ values were determined such that $\sigma_{d i f f}$ at these $Q^{2}$ is equal to the tabulated $\sigma_{d i f f}$, assuming a $Q^{2}$ dependence of $\sigma_{d i f f}$ according to (23) with $m=2.51$ and $R\left(Q^{2}\right)$ from (35). $\langle\epsilon\rangle_{1}$ is the weighted average $\int \epsilon \sigma_{L} \cdot d \nu d Q^{2} / \int \sigma_{L} \cdot d \nu d Q^{2}$, where $\sigma_{L}$ was parametrized according to (23) with $m=2.51$ and $R\left(Q^{2}\right)$ from (35)

| range in | $\langle W\rangle$ | $\langle\epsilon\rangle_{1}$ |  | $\left(\sigma_{T}+\sigma_{L}\right)$ (in $\left.\mu b\right)$ for $\gamma^{*} p \rightarrow \rho^{0} p$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |$]$

Table 9. The cross sections $\sigma_{\text {diff }}\left(\gamma^{*} p \rightarrow \rho^{0} p\right)=\sigma_{T}+\epsilon \sigma_{L}, \sigma_{T}$ and $\sigma_{L}$ as a function of $x$, for four regions of $Q^{2}$. The cross sections, which are for single diffraction only, include a correction for the tails of the $\rho^{0}$ Breit-Wigner distribution. The errors given are statistical only. There are additional errors from the systematic error of $r( \pm 5 \%)$ and from the systematic error of $F_{2}^{p}$. The latter is composed of an overall normalization uncertainty of less than $1.8 \%$ and a kinematics dependent uncertainty, which is listed in the last column of Table 10 . The effect on the results for the cross sections from a change of the fraction of double-diffraction dissociation events in the Monte Carlo simulation is discussed in Sect. 4.5

| range in <br> $\log (x)$ | $\sigma_{d i f f}=\sigma_{T}+\epsilon \sigma_{L}$ for $\gamma^{*} p \rightarrow \rho^{0} p(\mu b)$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | range in $\log \left(Q^{2} / \mathrm{GeV}^{2}\right)$ : |  |  |  |
|  | (-0.82, -0.5) | $(-0.5,0.0)$ | $(0.0,0.5)$ | $(0.5,1.0)$ |
| -3.67, -3.33 | $6.69 \pm 0.71$ |  |  |  |
| -3.33, -3.00 | $5.02 \pm 0.36$ | $4.10 \pm 0.41$ |  |  |
| -3.00, -2.67 | $4.55 \pm 0.37$ | $2.53 \pm 0.16$ | $0.972 \pm 0.280$ |  |
| -2.67, -2.33 | $3.77 \pm 0.42$ | $2.09 \pm 0.12$ | $0.630 \pm 0.070$ |  |
| -2.33, -2.00 | $7.48 \pm 1.76$ | $1.86 \pm 0.12$ | $0.474 \pm 0.051$ | $0.114 \pm 0.036$ |
| -2.00, -1.67 |  | $1.42 \pm 0.19$ | $0.384 \pm 0.049$ | $0.098 \pm 0.022$ |
| -1.67, -1.33 |  |  | $0.377 \pm 0.081$ | $0.041 \pm 0.011$ |
| -1.33, -1.00 |  |  |  | $0.040 \pm 0.018$ |
| $\begin{aligned} & \text { range in } \\ & \log (x) \end{aligned}$ | $\sigma_{T}$ for $\gamma^{*} p \rightarrow \rho^{0} p(\mu b)$ |  |  |  |
| $\log (x)$ | range in $\log \left(Q^{2} / \mathrm{GeV}^{2}\right)$ : |  |  |  |
|  | (-0.82, -0.5) | $(-0.5,0.0)$ | (0.0, 0.5) | $(0.5,1.0)$ |
| -3.67, -3.33 | $5.85 \pm 0.63$ |  |  |  |
| -3.33, -3.00 | $4.09 \pm 0.31$ | $3.34 \pm 0.33$ |  |  |
| -3.00, -2.67 | $3.57 \pm 0.30$ | $1.88 \pm 0.12$ | $0.703 \pm 0.203$ |  |
| -2.67, -2.33 | $2.93 \pm 0.33$ | $1.42 \pm 0.09$ | $0.402 \pm 0.047$ |  |
| -2.33, -2.00 | $5.73 \pm 1.36$ | $1.22 \pm 0.08$ | $0.259 \pm 0.031$ | $0.059 \pm 0.019$ |
| -2.00, -1.67 |  | $0.90 \pm 0.13$ | $0.197 \pm 0.027$ | $0.041 \pm 0.010$ |
| -1.67, -1.33 |  |  | $0.181 \pm 0.041$ | $0.014 \pm 0.004$ |
| -1.33, -1.00 |  |  |  | $0.013 \pm 0.006$ |
| range in $\log (x)$ | $\sigma_{L}$ for $\gamma^{*} p \rightarrow \rho^{0} p(\mu b)$ |  |  |  |
|  | range in $\log \left(Q^{2} / \mathrm{GeV}^{2}\right)$ : |  |  |  |
|  | (-0.82, -0.5) | $(-0.5,0.0)$ | (0.0, 0.5) | (0.5, 1.0) |
| -3.67, -3.33 | $1.40 \pm 0.22$ |  |  |  |
| -3.33, -3.00 | $1.14 \pm 0.13$ | $1.25 \pm 0.15$ |  |  |
| -3.00, -2.67 | $1.02 \pm 0.12$ | $0.86 \pm 0.07$ | $0.494 \pm 0.145$ |  |
| -2.67, -2.33 | $0.85 \pm 0.12$ | $0.71 \pm 0.05$ | $0.326 \pm 0.041$ |  |
| -2.33, -2.00 | $1.75 \pm 0.44$ | $0.64 \pm 0.05$ | $0.246 \pm 0.031$ | $0.088 \pm 0.029$ |
| -2.00, -1.67 |  | $0.53 \pm 0.08$ | $0.191 \pm 0.027$ | $0.072 \pm 0.017$ |
| -1.67, -1.33 |  |  | $0.197 \pm 0.044$ | $0.027 \pm 0.008$ |
| -1.33, -1.00 |  |  |  | $0.027 \pm 0.013$ |

ments. Due to its higher statistical precision it provides more accurate measurements of the cross sections, the mass skewing parameter, the $t^{\prime}$ slope parameter and the spin density
matrix elements. The results may be summarized as follows:

- The mass distribution of diffractively produced $\pi^{+} \pi^{-}$ systems in the $\rho^{0}$ mass region is skewed compared to


Fig. 37. The spin density matrix element $r_{00}^{04}$ as a function of $Q^{2}$. Previous measurements from DESY [12], EMC [23], NMC [26], ZEUS [15, 17] and H1 [16] are shown for comparison. The errors on the E665 data points are statistical. The numerical values of the E665 data points are listed in Table 12


Fig. 38. The spin density matrix element $r_{1-1}^{04}$ as a function of $Q^{2}$. Previous measurements from DESY [12] and NMC [26] are shown for comparison. The errors on the E665 data points are statistical. The numerical values of the E665 data points are listed in Table 12
a relativistic Breit-Wigner distribution, the skewness decreasing with increasing $Q^{2}$. (Figs. 17, 19).

- At the lowest $Q^{2}\left(Q^{2} \approx 0.15 \mathrm{GeV}^{2}\right)$ accessible in this experiment the cross section for the reaction $\mu p \rightarrow \mu \rho^{0} p$ constitutes $\sim 8 \%$ of the inelastic cross section. This fraction decreases strongly with increasing $Q^{2}$. At fixed $Q^{2}$, the fraction is consistent with being independent of $x$ and $\nu$ (Figs. 20, 21 and 22).
- The main $Q^{2}$ dependence of the cross section $\sigma_{\operatorname{diff}}\left(\gamma^{*}\right.$ $p \rightarrow \rho^{0} p$ ) for $\rho^{0}$ production by virtual photons is given by the $\rho^{0}$-propagator (Figs. 23 and 24).
- By extrapolating $\sigma\left(\gamma^{*} p \rightarrow \rho^{0} p\right)$ to $Q^{2}=0$ a photoproduction cross section of $\sigma_{0}=(10.30 \pm 0.33$ (stat.)) $\mu b$ is obtained (Table 5). The contributions to the systematic error of $\sigma_{0}$ are $\pm 5 \%$ from ratios of numbers of events, $\pm 13.7 \%$ from kinematics dependent normalization uncertainties, and $\pm 1.8 \%$ from the overall normalization uncertainty. $\sigma_{0}$ is reduced by $7.4 \%$ if the fraction of double-diffraction dissociation events amongst all diffractive events is assumed to be $h=0.3$ instead of 0.2 .
- In the region $t^{\prime}<0.5 \mathrm{GeV}^{2}$, the $t^{\prime}$ distributions exhibit an exponential dependence, with a slope parameter $b=$


Fig. 39. The spin density matrix element $\operatorname{Im}\left(r_{1-1}^{3}\right)$ as a function of $Q^{2}$. Previous measurements from NMC [26] are shown for comparison. The errors on the E665 data points are statistical. The numerical values of the E665 data points are listed in Table 12


Fig. 40. The spin density matrix element $r_{1-1}^{1}$ as a function of $Q^{2}$. Previous measurements from DESY [12], NMC [26] and ZEUS [15] are shown for comparison. The errors on the E665 data points are statistical. The numerical values of the E665 data points are listed in Table 12
(7.0 $\pm 0.2$ (stat.) $\pm 0.2$ (syst.)) $\mathrm{GeV}^{-2}$. The slope parameter tends to decrease as $Q^{2}$ increases (Figs. 31, 32).

- The spin density matrix element $r_{00}^{04}$ as determined from the distribution of the polar decay angle of the $\rho^{0}$ in the helicity frame rises rapidly in the $Q^{2}$ region of this experiment. Whereas the $\rho^{0}$ polarization is purely transverse at $Q^{2}=0$, the fraction of longitudinal $\rho^{0}$ is $\sim 50 \%$ at $Q^{2} \approx 2 \mathrm{GeV}^{2}$ (Fig. 37).
- The values of the spin density matrix elements $r_{00}^{04}, r_{1-1}^{04}$, $\operatorname{Im}\left(r_{1-1}^{3}\right)$ and $r_{1-1}^{1}$ are consistent with s-channel helicity conservation (SCHC) and natural-parity exchange in the t -channel (Tables 12 and 13).
- $R=\sigma_{L} / \sigma_{T}$ as determined from $r_{00}^{04}$ assuming SCHC rises strongly with increasing $Q^{2}$ (Fig. 41).
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Table 10. Average values of $Q^{2}, \nu, W, x$ and $\epsilon$ for the different bins in $\log \left(Q^{2} / \mathrm{GeV}^{2}\right)$ or $\nu$. The average of a quantity $v$ was determined as $\langle v\rangle=$ $\int v \sigma_{d i f f} \cdot d \nu d Q^{2} / \int \sigma_{d i f f} \cdot d \nu d Q^{2}$, where $\sigma_{d i f f}$ was parametrized according to (23) with $m=2.51$ and $R\left(Q^{2}\right)$ from (35). The last but one column contains the number of events in the diffractive $\rho^{0}$ sample for the respective $Q^{2}$ or $\nu$ interval. The relative systematic error of $F_{2}^{p}$ due to kinematics dependent uncertainties is listed in the last column. These errors were calculated from the errors given in [43], averaging over the respective kinematic range

| $\begin{gathered} \text { range in } \\ \log \left(Q^{2} / \mathrm{GeV}^{2}\right) \end{gathered}$ | $\begin{gathered} \left\langle Q^{2}\right\rangle \\ \left(\mathrm{GeV}^{2}\right) \end{gathered}$ | $\begin{gathered} \langle\nu\rangle \\ (\mathrm{GeV}) \end{gathered}$ | $\begin{gathered} \langle W\rangle \\ (\mathrm{GeV}) \end{gathered}$ | $\langle x\rangle$ | $\langle\epsilon\rangle$ | no. of $\rho^{0}$ events | $\begin{gathered} \Delta F_{2}^{p} / F_{2}^{p} \\ \text { (syst.) (\%) } \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| -0.82, -0.75 | 0.16 | 224 | 20.0 | 0.0005 | 0.764 | 130 |  |
| -0.75, -0.50 | 0.24 | 197 | 18.5 | 0.0010 | 0.809 | 1020 | 19.3 |
| -0.50, -0.25 | 0.43 | 190 | 18.1 | 0.0019 | 0.819 | 1544 | 6.3 |
| $-0.25,0.00$ | 0.76 | 189 | 18.0 | 0.0034 | 0.822 | 1221 | 5.1 |
| $0.00,0.25$ | 1.33 | 187 | 17.9 | 0.0060 | 0.824 | 599 | 3.5 |
| $0.25,0.50$ | 2.36 | 185 | 17.8 | 0.0108 | 0.828 | 250 | 3.4 |
| 0.50, 0.75 | 4.18 | 184 | 17.7 | 0.0192 | 0.831 | 124 | 3.3 |
| $0.75,1.00$ | 7.41 | 182 | 17.5 | 0.0345 | 0.834 | 44 | 3.2 |
| $1.00,1.25$ | 13.2 | 180 | 17.2 | 0.0617 | 0.836 | 11 | 3.6 |
| -0.82, -0.50 | 0.23 | 201 | 18.7 | 0.0010 | 0.802 | 1150 | 19.3 |
| $-0.50,0.00$ | 0.59 | 189 | 18.1 | 0.0026 | 0.820 | 2765 | 5.7 |
| $0.00,0.50$ | 1.76 | 186 | 17.9 | 0.0080 | 0.826 | 849 | 3.5 |
| 0.50, 1.00 | 5.39 | 183 | 17.6 | 0.0249 | 0.832 | 168 | 3.3 |
| -0.82, 1.00 | 1.40 | 190 | 18.1 | 0.0064 | 0.819 | 4932 | 13.7 |
| range in <br> $\nu(\mathrm{GeV})$ |  |  |  |  |  |  |  |
| 20-90 | 1.48 | 56 | 10.1 | 0.0162 | 0.990 | 2018 | 26.2 |
| 90-150 | 1.44 | 120 | 14.9 | 0.0065 | 0.952 | 1170 | 15.0 |
| 150-250 | 1.39 | 199 | 19.3 | 0.0038 | 0.845 | 1115 | 5.0 |
| 250-420 | 1.31 | 311 | 24.1 | 0.0023 | 0.598 | 629 | 7.4 |

Table 11. Results of fits of the expression $d \sigma / d t^{\prime}=A e^{-b t^{\prime}}$ to the experimental $t^{\prime}$ distributions and of the expression $d \sigma / d p_{\perp}^{2}=C e^{-d \cdot p_{\perp}^{2}}$ to the experimental $p_{\perp}^{2}$ distributions. The values in the columns labelled as SD and SD +DD are obtained from the distributions, which exclude or include the full contribution from double-diffraction dissociation. The $\chi^{2}$ per degree of freedom is given in brackets

| $\begin{gathered} \text { range in } \\ \log \left(Q^{2} / \mathrm{GeV}^{2}\right) \end{gathered}$ | $t^{\prime}$ range $\left(\mathrm{GeV}^{2}\right)$ | $\begin{gathered} \mathrm{SD} \\ b\left(\mathrm{GeV}^{-2}\right) \end{gathered}$ |  | $\begin{gathered} \mathrm{SD}+\mathrm{DD} \\ b\left(\mathrm{GeV}^{-2}\right) \end{gathered}$ |  | $\underset{\left(\mathrm{GeV}^{2}\right)}{p_{\perp}^{2}}$ | $\begin{gathered} \mathrm{SD} \\ d\left(\mathrm{GeV}^{-2}\right) \end{gathered}$ |  | $\begin{gathered} \mathrm{SD}+\mathrm{DD} \\ d\left(\mathrm{GeV}^{-2}\right) \end{gathered}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| -0.82, -0.50 | 0.0-0.5 | $8.3 \pm 0.4$ | (2.2) | $7.5 \pm 0.4$ | (2.6) | 0.0-0.5 | $8.1 \pm 0.5$ | (2.1) | $7.7 \pm 0.4$ | (2.5) |
| -0.50, -0.25 | 0.0-0.5 | $7.7 \pm 0.4$ | (1.1) | $6.9 \pm 0.3$ | (1.2) | 0.0-0.5 | $7.8 \pm 0.4$ | (1.0) | $7.3 \pm 0.3$ | (1.7) |
| -0.25, 0.00 | 0.0-0.5 | $6.5 \pm 0.4$ | (2.7) | $5.9 \pm 0.4$ | (2.5) | 0.0-0.5 | $6.6 \pm 0.4$ | (2.7) | $6.0 \pm 0.3$ | (2.1) |
| $0.00,0.50$ | 0.0-0.5 | $6.7 \pm 0.5$ | (0.5) | $5.8 \pm 0.4$ | (0.6) | 0.0-0.5 | $6.2 \pm 0.5$ | (0.7) | $6.4 \pm 0.4$ | (0.8) |
| $0.50,1.25$ | 0.0-0.5 | $6.0 \pm 1.3$ | (0.9) | $5.9 \pm 1.2$ | (0.9) | 0.0-0.5 | $6.9 \pm 1.7$ | (1.0) | $6.8 \pm 1.6$ | (1.0) |
| all $\log \left(Q^{2} / \mathrm{GeV}^{2}\right)$ | 0.0-0.5 | $7.0 \pm 0.2$ | (3.8) | $6.3 \pm 0.2$ | (4.3) | 0.0-0.5 | $7.1 \pm 0.2$ | (3.7) | $6.7 \pm 0.2$ | (4.7) |
| all $\log \left(Q^{2} / \mathrm{GeV}^{2}\right)$ | 0.05-0.5 | $6.4 \pm 0.2$ | (2.1) | $5.8 \pm 0.2$ | (2.2) | 0.05-0.5 | $6.6 \pm 0.3$ | (2.8) | $6.2 \pm 0.2$ | (3.3) |
| all $\log \left(Q^{2} / \mathrm{GeV}^{2}\right)$ | 0.0-1.0 | $6.5 \pm 0.2$ | (3.3) | $5.8 \pm 0.1$ | (4.2) | 0.0-1.0 | $6.7 \pm 0.2$ | (2.5) | $6.2 \pm 0.2$ | (3.8) |

Table 12. Spin density matrix elements as determined from fits of the expressions (29), (30), and (31) to the experimental distributions. $\langle\epsilon\rangle_{2}$ is the weighted average $\left(\int \epsilon \Gamma_{T} \sigma_{L} \cdot d \nu d Q^{2} / \int \Gamma_{T} \sigma_{L} \cdot d \nu d Q^{2}\right)$, where $\sigma_{L}$ was parametrized according to (23) with $m=2.51$ and $R\left(Q^{2}\right)$ from (35).

| $\begin{gathered} \text { range in } \\ \log \left(Q^{2} / \mathrm{GeV}^{2}\right) \end{gathered}$ | $\langle\epsilon\rangle_{2}$ | $r_{00}^{04}$ | $r_{1-1}^{1}$ | $r_{1-1}^{04}$ | $\operatorname{Im}\left(r_{1-1}^{3}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| -0.82, -0.50 | 0.91 | $0.182 \pm 0.027$ | $0.360 \pm 0.023$ | $-0.001 \pm 0.027$ | $0.002 \pm 0.096$ |
| -0.50, -0.25 | 0.93 | $0.271 \pm 0.025$ | $0.340 \pm 0.021$ | $-0.024 \pm 0.024$ | $0.003 \pm 0.092$ |
| $-0.25,0.00$ | 0.93 | $0.381 \pm 0.032$ | $0.270 \pm 0.026$ | $-0.030 \pm 0.026$ | $0.003 \pm 0.108$ |
| $0.00,0.50$ | 0.93 | $0.429 \pm 0.039$ | $0.203 \pm 0.033$ | $-0.028 \pm 0.034$ | $-0.141 \pm 0.130$ |
| $0.50,1.00$ | 0.93 | $0.672 \pm 0.086$ | $0.151 \pm 0.087$ | $0.055 \pm 0.071$ | $0.339 \pm 0.312$ |
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Fig. 41. $R=\sigma_{L} / \sigma_{T}$ as determined from the measured values of $r_{00}^{04}$ using (33), plotted as a function of $Q^{2}$. Previous measurements from DESY [12], EMC [23], NMC [26], ZEUS [15, 17, 18] and H1 [16] are shown for comparison. The errors on the E665 data points are statistical. The numerical values of the E665 data points are listed in Table 13

Table 13. Results obtained assuming $s$-channel helicity conservation. The column labelled with $r_{1-1}^{1}$ (SCHC) contains $r_{1-1}^{1}$ as determined from $r_{00}^{04}$ using (34). The ratio $R=\sigma_{L} / \sigma_{T}$ of cross sections for the production of $\rho^{0}$ mesons by longitudinally and transversely polarized virtual photons was determined from the measurements of $r_{00}^{04}$ using (33). The lower limits on $R^{\text {inel }}=\sigma_{L}^{i n e l} / \sigma_{T}^{i n e l}$ as calculated from $R$ and $r^{S D+D D}$ using (36) are listed in the last column

| range in <br> $\log \left(Q^{2} / \mathrm{GeV}^{2}\right)$ | $r_{1-1}^{1}(\mathrm{SCHC})$ | $R=\sigma_{L} / \sigma_{T}$ | $R_{\text {low }}^{\text {inel }}$ |
| :---: | :---: | :---: | :---: |
| $-0.82,-0.50$ | $0.409 \pm 0.014$ | $0.245 \pm 0.044$ | $0.018 \pm 0.003$ |
| $-0.50,-0.25$ | $0.364 \pm 0.013$ | $0.401 \pm 0.052$ | $0.023 \pm 0.002$ |
| $-0.25,0.00$ | $0.310 \pm 0.016$ | $0.664 \pm 0.090$ | $0.025 \pm 0.002$ |
| $0.00,0.50$ | $0.285 \pm 0.019$ | $0.811 \pm 0.128$ | $0.016 \pm 0.002$ |
| $0.50,1.00$ | $0.164 \pm 0.043$ | $2.216 \pm 0.863$ | $0.010 \pm 0.002$ |
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