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Abstract. The diffractive production op°(770) mesons in w(E,, k,) w(EL K)
muon-proton interactions is studied in the kinematic regio
0.15 GeV? < @Q? < 20 GeV? and 20 GeV< v < 420
GeV. The data were obtained in the Fermilab fixed-target
experiment E665 with primary muons of 470 GeV energy.
Results are presented on t8, = andv dependence of the
cross section, on the shape of ther~ mass spectrum, on
the slope of the diffraction peak and on the production and 5
decay angular distributions of th8(770). The cross section -
for diffractive production of° by virtual photons on protons 5
depends mainly or)?. At fixed Q?, no significant depen-
dence onx or v is observed. The extrapolation @? = 0

yields a photoproduction cross section of @@+ 0.33) ub. B

The slope of the' distribution has a value of (@ + 0.2)

GeV—Z, with a tendency to decrease @§ increases. The Fig. 1. Diffractive production of a mesonic systef and a baryonic system
production and decay angular distributions of fledepend B in the reactionup — uX B

strongly on@? and are consistent witk-channel helicity
conservation. The rati® = o1, /or deduced from the de-
cay angular distributions rises strongly wif}?, passing the

value of 1 atQ? ~ 2 Ge. At the energies of the present experiment, one-photon ex-
change is the dominant process in the muon-proton inter-
action: an incident muon of energy, scatters through an
angled,, by exchanging a virtual photon with the target pro-
ton of massM,. This interaction is described in terms of
the following variables: the leptonic energy transfein the
laboratory system, the virtuality of the exchanged photon
) ) , Q? andz = Q?/2M,v. The hadronic center of mass system
For many years diffractive production of theé(770) has (cms) is the rest frame of the system formed by the vir-
been the subject of photoproduction [1-9], electroproductionya| photon and the target proton. The forward region in the
[10-19] and muoproduction [20-27] experiments. Theoreti-cmg s the hemisphere for which the virtual-photon direction
cal investigations are based on the vector-dominance-modg|efines the pole.
[28], on perturbative QCD [29-34] and on models of the  Figyre 1 shows a diagram of diffractive production of a
pomeron [35-40]. . mesonic systenX and a baryonic syster® in the reaction
The present paper of the E665 Collaboration presents,;, —, ;, X B. In this paper only results for the specific case
measurements of diffractive production @¥(770) mesons  \yhere X is the p%(770) meson will be presented. The pro-
by muons on protons in the kinematic region 20 GeV < cess in which only the virtual photon dissociates, while the
420 GeV and 0.15 GEV/< ? < 20 GeV~. The experiment  proton stays intact, is called single-diffraction dissociation
extends the EMC/NMC [23, 24, 25, 26, 27] measurements tqsp). In this case the mask/y of the baryonic system is
higherr and lowerQ? values. E665 covers a similar region equal to the proton mass. If in addition the proton dissoci-
statistics and with a larger range in called double-diffraction dissociation (DD). The terms sin-
The paper is organized as follows. Section 2 gives a gengle diffraction and double diffraction dissociation were in-
eral description of the experiment. Section 3 deals with theroduced in studies of diffractive production in hadronic in-
Monte Carlo simulation, which is essential for the correc-teractions [42]. The negative square of the four-momentum
tions to be applied. The experimental procedure for productransferred from the virtual photon to the proton is denoted
ing the final corrected results from the raw data is explainedoy t. The minimum valuégmi, of ¢ for fixed v, Q2, Mx and
in Sect. 4. The results are compiled in Sect. 5, and a summaryy, corresponds to the limit of collinear three-momenta of
is given in Sect. 6. the virtual photon and the systei in the laboratory sys-
tem. Diffractive processes are characterized by small values
of ¢, typically less than 1 Ge¥/
2 The experiment A full summary of the kinematic variables appears in
Table 1.

This analysis uses data obtained in the 1991 run of the Fer-
milab fixed target experiment E665. Details of the E6652 > Beam
spectrometer have been documented elsewhere [41]; only

those components which are germane to this analysis will]-he momentum distribution of the E665 muon beam had a

Proton

2.1 Definition of variables

1 Introduction

be discussed. mean of 470 GeV/c and a root mean square deviation of
<c University of Wuppertal, D-42119 Wuppertal, Germany 56 GeV/c. Incident muons passed through the E665 beam
dd Albert-Ludwigs-Universiat Freiburg, D-79104 Freiburg, Germany spectrometer before impinging on the target. The beam spec-

ee Hoffmann-LaRoche, CH-4002 Basel, Switzerland trometer determined the energy and trajectory of the muon,



Table 1. Definition of kinematic variables (see Fig. 1). The four-momenta,
Ou, v, 2P andp;,;, are defined in the laboratory systei,, is the proton

mass
Variable

ky = (B, ky)

k,, = (B}, k)

P =(Mp,0)

q= (Vaq):k/i 7k:1.
Q?=—¢?

Oy

W2 = M2 +2Mpv — Q?
x = Q?/2Mpv
y=v/E,

Mx

Mp

kx =(Ex,kx)
t=—(q— kx)?

t'm,in

t=t— tmin

P = (Ehad; Phad)
Z}L = Ehad/V
Plab

o

zp =py/(W/2)

pL

z=Zzh

Description

4-momentum of the incident
4-momentum of the scattergd
4-momentum of the target proton
4-momentum of the virtual photon

Negative square of 4-momentum
transferred from the incident and
the scattereq.

w scattering angle

Total hadronic center of mass
energy squared

Bjorken scaling variable
Fractional leptonic energy transfer

Mass of a mesonic diffractive
systemX originating from the
dissociation of the virtual photon
Mass of a baryonic diffractive
systemB originating from the
dissociation of the proton
4-momentum of the systet¥
Negative square of 4-momentum
transferred from the virtual photon
and the systenX

Minimum value oft¢ for fixed

v, Q% Mx and Mp

4-momentum of a hadron
Fractional energy of a hadron
Momentum of a hadron in the
laboratory system

Transverse momentum of a hadron
relative to the direction

of the virtual photon in the cms
Feynmang of a hadron g% is the
longitudinal momentum dt the
hadron in the cms, relative to the
direction of the virtual photon)
Multiplicity of charged hadrons
Transverse momentum of a system
of hadrons relative to

the direction of the virtual photon
in the cms

Fraction of energy carried

by a system of hadrons
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2.4 Forward spectrometer

An open geometry spectrometer, instrumented with multi-
wire proportional chambers and drift chambers, determined
the scattering angle and energy of the scattered muon up-
stream of 3 meters of steel, which served as a hadron ab-
sorber. The forward spectrometer provided a momentum res-
olution, 8p/p, of better than 1.5% and an angular resolution
of 40 urad, for the scattered muon. Muons were identified
by matching tracks reconstructed in the forward spectrome-
ter with tracks found in four stations of proportional tubes
and scintillating hodoscope planes located downstream of
the hadron absorber. In addition, a gas sampling electro-
magnetic calorimeter was located in front of the hadron ab-
sorber. It had a resolution 6% /F = (0.38)/\/E/GeV [43]

for photons and electrons with energies below 80 GeV. The
calorimeter was used to identify and remove background
events, primarily elastic muon-electrope scatters, and
radiative events in which a large fraction of the available
energy is taken by a bremsstrahlung photon.

2.5 Trigger

In the present analysis only data obtained with the small-
angle trigger (SAT) were included: each beam trajectory,
defined by the beam spectrometer hodoscope elements, was
projected to the scintillation hodoscopes located downstream
of the hadron absorber. In order to fulfill the SAT condition
the absence of a signal in a veto region around the projected
beam trajectory was required. The SAT made it possible to
trigger at scattering angles as small as 1 milliradian corre-
sponding toQ? of ~ 0.15 Ge\2. A relevant feature of the
SAT was the use of a veto counter located upstream of the
hadron absorber, in addition to the veto counters located be-
hind the absorber. The upstream veto element reduced the
rate of spurious triggers from muon scatters in the absorber.

3 Monte-Carlo simulation

For the analysis of diffractive production in the present ex-
periment a special Monte Carlo program for muon-nucleon

formed fast Level | trigger signals, and determined the in-and muon-nucleus scattering has been developed. The pro-
tegrated beam flux for normalization [43]. The momentumgram generates non-diffractive and diffractive events. For

resolution of the beam spectrometép/p, was typically

0.4%.

2.3 Target

nuclear targets (not used in this paper), coherent diffractive
events are generated in addition and the nuclear shadowing
of the inelastic cross section and of the coherent and inco-
herent diffractive cross section are simulated. Radiative ef-
fects are taken into account by the GAMRAD program [44],

which is based on the formulae in [45, 46]. The particles

produced at the interaction vertex are tracked through the
E665 detector, simulating decays, photon conversions, rein-
teractions, multiple scattering and energy loss in the detector

In the 1991 run of E665, liquid targets of hydrogen and deu-material [47]. Finally, the detector response to the passage of
terium were interchanged approximately once per Tevatrorall produced particles and the triggers are simulated taking

cycle (58 seconds). This analysis is concerned only with thénto account the chamber efficiencies and resolutions. The

hydrogen target. The hydrogen density was 0.0704 $/cm Monte Carlo generated events were subjected to the same
The length of the hydrogen target was 99.1 cm, correspondreconstruction and analysis as the data.

ing to 0.1374 (0.1140) of a nuclear interaction (radiation)

length.

The sequence of operations for the generation of the pri-
mary interactions on the nucleon is as follows:
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— Generation of the energ¥,, of the incident muon ac- The cross section for the continuum is taken from [53]
cording to the experimental beam energy spectrum. } }

— Generation of £, Q?) according to the inelastic cross dadgfc(lm;; ’lépX) = damegug _2) Hi)
sectiondo e /dxdQ*(E,, z,Q?) for up — pH, where vdQ*dMs vdQ
H stands for any hadronic system. For the calculation of (6)
doiner/drdQ? a set of parton distributions by Donnachie Q*M?% Aszp M%
and Landshoff [48] and®? = o, /o1 from [49] are used. { "D (Q2 + M2)3 + bsp (Q2+ M? )3}

— Decision to generate a diffractive or non-diffractive event X X

according to the probability® for a diffractive with 7p = 0.1, Asp = 0.16 GeV-2 andbsp = 5.5 GeV 2.
doass 1B @) | doime(Epin@?) The cross sections for the vector mesons and the con-
Paigp = " vag Qe or tinuum are increased by a factoy(1 — 0.20) to include

the contribution from double-diffraction dissociation, which
is assumed to bé = DD/(SD + DD) = 20% of the total
diffractive cross section, independent/dfy. Based on mea-
surements in hadron-hadron collisiorisfor diffractive p°
production in leptoproduction has been estimateld .21
to 0.23 [54]. A recent measurement by the H1 experiment
[55] yields DD/SD = 0.59 + 0.12 + 0.12 for diffractive
— Generation of hadrons: In the case of a non—diI’“fractivep0 production, correspondlng th = 0.37£ 0.05£ 0.05.

he effect on the cross section results due to the value of

event, hadrons are generated by calling a standard Lun . o e )
generator (LEPTO 5.2 [50], JETSET 6.3 [51]); in the assumed in the Monte Carlo generation is discussed in
. | ) ' Sect. 4.5.

case of a diffractive event, by calling the E665 generator . .
GENDIF. The various vector mesons and the continuum are gener-

ated according to these cross sections. The mass distributions
GENDIF simulates the production of the following for the vector mesons are given by Breit-Wigner functions.
mesonic diffractive systemsp®(770), w(783), #(1020), The mass distribution for the continuum is given by (6).
01(1450), p5(1700) and a continuum of diffractive masses =~ The mass spectrum of the baryonic system resulting

non-diffractive Pnon—aiff = 1 — Paigs) interaction.
Here o4;¢ is the cross section for diffractive interac-
tions, including single-diffraction dissociation (SD, i.e.
diffractive dissociation of the virtual photon) and double-
diffraction dissociation (DD, i.e. additional dissociation
of the target nucleon)r4;¢ is calculated by the gener-
ator GENDIF (see below).

Mx greater than 2 GeV. from the dissociation of the target nucleon in the double-
The main operations in GENDIF are the following: The diffraction dissociation events is calculated as
cross section for diffractive® production,up — 0%, is , do
calculated as [70, 52, 28] Mg 2 = (7)
d B
g
E,,v,Q%)=Ir-(1+€R)- P?. °p). @1 2 _ 2
ddez( sV, Q) =D - (L+eR)- Py -o(yp— pp). (1) o. Mz (M, + M) for M2 < 1.8 Ge\?
I'r is the flux of transversely polarized virtual photons 18 GeV’ — (M, + Mx)?
T yp P C for M2 > 1.8 Ge\?

a(v — Q?/2M,) . ; : : . :
Ir= i pr ) in which C' is a constant and/; is the pion mass. This
2rQ?EL(1—€) parametrization is suggested by measuremengg diffrac-
tive scattering [56].

Thet values are generated assuming an exponential de-
pendencelo/dt o e~ ", For single-diffraction dissociation
Iy 1-(v/E,) — (Q*/AE?) - eventsb is taken to be 6.5 GeV? for the p° and w, 6.0

= —2 2 .. .

r _ 1 5 2 o GeV~< for the ¢ and 5.0 GeV < for the remaining contri-
T 1= /B ¥ () B+ (QF/AER butions. For double diffraction dissociation events the same
R = o /o7 is the ratio of cross sections faP production b values are used ifip is less than 2 GeV, whereas the

by longitudinally and transversely polarized virtual photons. values are divided by 2 ifl/ is greater than 2 GeV [56].
P, is the p° propagator The decay pions of the® are generated according to

unpublished preliminary values of the decay density matrix

« is the fine-structure constant,is the ratio of the fluxes
for longitudinally and transversely polarized virtual photons

€=

p = M2 4 elementrd3 as measured by this experiment. Theand ¢
PT Q2+ Mpz ) (4) decays are simulated assuming unpolarized states and using
standard Lund routines [51].
with M, being the central mass value of th ando(yp — The multiple charged and neutral hadron branching ra-

p%p) is the photoproduction cross section at a photon beantios for pj and p, decays were assigned according to rough
energy equal te, not to be confused with; ¢ 1 (v*p — p°p) experimental observations [57]. The decays are simulated

of (22) which is a function o> and Q2. according to the longitudinal phase space algorithm [58—60].
The cross sections for the vector meson§ (v, ¢, p}, The decay of the continuum at a fixed mass is as-
and p}, are determined on the basis of photoproduction crosgumed to be described by the hadronic final state*ur
section measurements and assuming interactions at/s = Mx. The latter is simulated using stan-
dard Lund routines. The direction defined by thend ¢
do /dvdQ* (up — pVp) _ Ps o(yp — Vp) (5) inthec’e interaction is aligned with the direction of the

do /dvdQ? (up — pp®p) P2 o(yp — p°p) virtual photon in the rest frame of the diffractive system,
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and is then smeared according to the prescription described p—
in [61]. =

In DD events, the multiplicity distributions for charged «2 =
and neutral hadrons from the decay of the baryonic systemp 2000

B are assumed to be Gaussian [62, 42] o
1 (n — no)? N
P(n) ~ D exp(— op2 (8) g 10003
I £ |
_fna,=13,... (multiplicity of charged hadrons) =
"7 New = 0,1,2,... (multiplicity of neutral hadrons) < 0
with .
e = 2\/(MB — M,)/GeV for charged hadrons f@@ 5 0.5
7\ V(Mg — M,)/GeV for neutral hadrons pj 10 ! 57
D =ng/2 ™ ~ 7
and ngp, + Npey > 2. (9) Fig. 2. Distribution of events in thet(z) plane for the inelastic sample.

_ The accumulation of events at (lawhigh z) is a clear signal for diffractive
The momenta of the decay hadrons are generated accordimgoduction

to longitudinal phase space.

The initially generated quantities for the primaiy in-
teractions are called the “MC true” quantities, the corre-  The cuts onE,, =, Q? and 6, are essentially given
sponding sample of events is denoted by “MC true” samplepy the beam and trigger conditions. The lower cutsvin
The quantities after simulating the detector and after reconagnd ¢ exclude the region of low resolution in, the up-
struction of the events are called the “MC reconstructed”per cut iny is chosen in order to reduce the contribution
quantities. The corresponding event sample is the “MC refrom radiative events. A true event is called “radiative” if

constructed” sample. a real bremsstrahlung photon with momentum greater than
300 MeV is emitted.

These selections are not sufficient to suppress to an ac-
ceptable level the background from elastic muon-electron
(ue) scatters in the region < 55-107% and Q? < 0.5
Ge\2. The additional requirement on the number of ac-
cepted hadrons removes the events nearly completely. It
Yso reduces the contribution from radiative events. Radia-
tive events are further suppressed by the selectiofip.
the small-angle trigger (SAT) has fired From Monte Carlo calculations the fraction of events re-

moved by this latter cut is estimated to be 3.2% for the
320 GeV< By, <650 GeV sample o¥ “non-radiative” events and 12.7% for the sample

4 Experimental procedure
4.1 Selection of data and definition of “inelastic sample”

In order to be accepted in the analysis a reconstructed eve
has to fulfill the following criteria:

¢, > 0.001 rad of “radiative” events.
Q? > 0.15 GeV The sample of reconstructed events defined by these
20 GeV< v < 420 GeV (10) selections is called the “inelastic sample”. It consists of

143502 events. The corresponding sample of reconstructed

0.0001< 2z <06 Monte Carlo events contains 221 210 events. For the exper-
005<y<08 imental data, the average valueskf, v, Q?, x andW are

458 GeV, 153 GeV, 2.5 GEY0.013 and 16.1 GeV, those of

log(Q?/GeV?) and log: are 0.009 and-2.4, respectively.

AQ? < 0.20 Throughout this paper “log” denotes the logarithm to the
Q? base 10.

Av <0.20 (11) Reconstructed charged hadrons are assumed to be pi-

ons, except for the following case: if the system of accepted

number of accepted hadrons2 hadrons consists of a positive and a negative particle, and if

Eyig <0350, in addition the effective mass of the two hadrdd$/K* K )

obtained by assigning the kaon mass to each of the hadrons
AQ? and Av are the measurement errors @f and v, re- is between 1.005 and 1.035 GeV, the two hadrons are as-

spectively. Ey;, is the highest-energy cluster in the elec- sumed to be the decay products of #(@020) and they are
tromagnetic calorimeter. An “accepted” hadron is a chargedreated as kaons. This procedure is suggested by the distribu-
hadron with a relative momentum error less than 30%, whichtion of M (K* K ~), which shows a cleap(1020) signal (see
according to the geometrical vertex fit is produced at the in-Fig. 16 below). If these hadrons had been assigned (probably
teraction vertex defined by the trajectories of the incidenterroneously) as pions, they would produce a small bump on
and scattered muon. the left hand side of the® peak.
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Table 2. Number of events in the various samples of the experimental datag

< r i
sample no. of events % L N og |
nelasti 3502 %) r ce e ® exp. data
inelastic 1435 ~ 08 ST . o reconstr. MC
extended diffractive 37567 \C_Z‘/ H . o —
diffractive 7717 o 0.6 s _

IS 1
extended diffractivey® 14490 % Foe ° ]
diffractive p° 4943 ~N 0.4 - b B

5 N o 8. 1
= r ° 08 7
S o2t %2, 1
4.2 Definition of “diffractive sample” . . *teay. |
30 il R ., " %0e
< 01 1 10

Diffractive events are usually characterized by small values™
of t and large rapidity gaps in the hadronic final state. Due to— Q* (Gev?)
the restricted acceptance for hadrons (charged hadrons tragiy. 3. 2 distribution for the inelastic sample: raw dafalycircles) and
eling into the forward region of the cms only, correspondingreconstructed Monte Carl@gen circle}
to 4 units in rapidity at the highest hadronic center of mass
energy), rapidity gaps are not suitable in the present exper— F
iment for selecting diffractive events: one cannot recognizeZ, 0.006"
directly whether a rapidity gap in a reconstructed event isO ;
due to the limited acceptance of the detector or to the ab} - ) o reconstr. MC
sence of particles in that rapidity region. However, there is3T 0.004 Q@%
an indirect way of getting information about the activity in \% ' g *% ]
the observed rapidity gap region: If no hadron was produced= E ’%O E
in that region, as expected for a diffractive event, the frac-= 0 002; o, ]
tion z of the virtual photon’s energy carried by the system - ™ P ]
of observed hadrons should be close to 1. If hadrons weres® - \%e%
produced in that region, as expected for an ordinary non-- ; “oon,
diffractive event,z should be significantly lower than 1. NY S
Figure 2 shows a plot of versusz for the inelastic 0 100 200 300 400
sample.t was determined from the 4-momenta of the vir- v (GeV)
tual photon and the system of observed hadrons. There i
a striking accumulation of events near= 1, strongly cor-
related with low values ot. This is a clear sign for the
presence of diffractive events in the data sample. Ldar
low t' =t — t:,) @and highz will be the main signatures ¢ 1 Ge\?

e exp. data

I§ig. 4, v distribution for the inelastic sample: raw dafall circles) and
reconstructed Monte Carl@fen circle$

for diffractive events in this analysis. g =0. (13)
The subsample of inelastic events satisfying the addi-
tional requirements The “diffractive sample” is thus obtained from the “extended
diffractive sample” by the additional cut in (z > z.y;).
z > Zewr = 0.9 The present analysis is restricted to diffractiy® pro-
t' <1 GeV (12) duction. For this reason the “diffractive®” and “extended
Qu=0 diffractive p° samples are defined. They are obtained from

_ _ ) ) the “diffractive” and “extended diffractive” samples by the
is called the “diffractive sample’Qy is the observed had- additional selections

ronic net charge. These criteria select predominantly those
diffractive events in which all decay particles of the mesonic — N0- of accepted hadrons = 2, and
diffractive system are observed, otherwisgt’ and Qy,  — effective mass of the system of charged (14)
which are calculated from the observed particles only, are hadrons between 0.57 and 0.97 GeV.
unlike!y to lie in the_ I_<inematic region d.EﬁHEd by (12). The The numbers of events contained in the various samples and
selection is very efficient for low diffractive massdd ¢ < 1 0y
. . X . subsamples are compiled in Table 2.

GeV). ltis less efficient for higher masses (see also discus-
sion of Fig.7 in Sect.4.3.1): since the rapidity range popu-
lated by the decay particles of the diffractive system widens ]
with increasing x, the probability of not observing a decay 4-3 Correction procedure
particle also increases. The latter probability also increases
because neutral decay particles (which are not considered ifhe experimental distributions for the diffractive sample
this analysis) are more likely to occur at hightfry . have to be corrected for the contamination from non-diffrac-

For the relative normalization of data and Monte Carlotive events and for the loss of diffractive events. The cor-
samples (see Sect. 4.3.2) the so-called “extended diffractiveections are performed using the Monte Carlo program de-
sample” is used. It is defined by scribed in Sect. 3.
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sample: raw datafll circles) and reconstructed Monte Carloglen circle} Fig. 8. Distribution of ¢/ for the diffractive sample: raw datdu{l circles)
and reconstructed Monte Carlopen circley. The non-diffractive back-
) ground in the sample of reconstructed Monte Carlo events is represented
4.3.1 Data-Monte Carlo comparisons by stars

In the correction procedure it is assumed that non-diffractive

production is well described by the Lund model, and thatthe square of the masi/i of the baryonic diffractive sys-
diffractive production is well described by the model usedtem, provided all decay particles of the mesonic diffractive
in the generator GENDIF. In order to test these assumpsystem are observed. In Figs. 7-10, the non-diffractive back-
tions, extensive comparisons between experimental data argtound in the sample of reconstructed Monte Carlo events
Monte Carlo data were performed for distributions in eventis represented by stars. The distributions for the experimen-
variables ¢, Q?, v) and hadron variables ¢, pias, p"t , Mx, tal data and for the sample of reconstructed Monte Carlo
2" n.y), both for the “inelastic sample” (which is domi- events were normalized to unit area. The distribution for the
nated by non-diffractive events) and the “diffractive sample” non-diffractive background in the reconstructed Monte Carlo

(which is dominated by diffractive events). sample was scaled by the same normalization factor as the
Examples of data-Monte Carlo comparisons for the in-distribution for the total reconstructed Monte Carlo sample.
elastic samples are shown f@° andv in Figs. 3 and 4, for In nearly all cases there is good agreement between the

the average charged multiplicityr.,) versusiw? in Fig.5 experimental data and the reconstructed MC events. The de-
and for the laboratory momentum of charged hadrons irviations in the@? distribution (Fig.3) would be crucial if
Fig. 6. absolute cross sections were determined from the observed
For the diffractive samples, comparisons are made imumber of events. However, in the present analysis absolute
Figs. 7-10 for the effective mas®¥/x of the observed ha- cross sections are measured via ratiosf event numbers,
drons,t’ =t — t,;n, the charged multiplicityn., and the  which are then converted into absolute cross sections using
missing mass squaretl/2, respectively.M? is the effec- the F} measurements from another analysis of this exper-
tive mass squared of the system of unobserved particles ifment (see Sect.4.4). The ratiesare quite insensitive to
the final state as calculated from the four-momenta of thedeficiencies in the Monte Carlo simulation.
virtual photon, the target proton and the system of observed The region of large’ in Fig. 8 is more populated in the
hadrons. In the case of a diffractive event’, is equal to  experimental data than in the reconstructed Monte Carlo.
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2 2 Fig. 12. Distribution of = for the extended diffractive® sample: raw data
Mm (Ge\/ ) (full circles) and expected background from non-diffractive evestar§.

Fig. 10. Distribution of the missing mass squarad?, for the diffractive ~ The full-circle distributions in Figs. 11 and 12 are identical

sample: raw dat&\ll circles) and reconstructed Monte Carlopen circle$.

The non-diffractive background in the sample of reconstructed Monte Carlo

events is represented lsyars The Monte Carlo data do not reproduce the talil ofgﬁﬁe
distribution for the inelastic sample (not shown), which is
systematically more populated in the experimental data. The

This could be an indication for a stronger contribution from discrepancy is partly due to the fact that the parton distribu-

double-diffraction dissociation events (larger valuehpfin  ton functions by Donnachie and Landshoff, which are used

the experimental data than assumed in the Monte carldh the event generation, do not include a gluon distribution
model for diffractive production. unction. As a consequence, the photon-gluon-fusion graph

is not simulated, which is known to contribute to a widen-
ing of the p spectrum [63]. However, since the fraction
of high” hadrons is very low that does not affect any of

The negative values af/2, (Fig. 10) result from the ex-
perimental resolution. The asymmetry of thé?, distribu-

tion is mainly due to the non-diffractive background (shown T : :
by the distribution with stars), but partly to the contribu- the quantitative results given here. The discrepancy between

tion from DD events, which by definition have a higher data and Monte Carlo at high!; is taken into account in

L . . . ; . . the determination of systematic errors in Sect. 4.5.
baryonic diffractive mass than the single-diffraction dissoci- y

ation events. From the sample of reconstructed Monte Carlo

events the contribution from DD events in the diffractive 4 3 5 Rejative normalization of data and Monte Carlo

sample is estimated to be 10% (see also Fig.14). Like i”samples

Fig. 8, the small excess at/2, = 10 Ge\? in the M?, dis-

tribution of the experimental data in Fig. 10 suggests that |, Fig 11 the data-Monte Carlo comparison is shown for

is in fact larger than assumed in the Monte Carlo model. e distribution ofz, for the extended diffractive® sample.
From Fig. 7 it is seen that the fraction of non-diffractive The distributions were normalized to each other in the re-

events in the sample of reconstructed events depends strongfjon z < z,orm, With 2,0, = 0.7. It can be seen that the

on Myx. At Mx =~ 3 GeV it approaches 100%, making an Monte Carlo model reproduces the experimental data well,

analysis of higher diffractive masses impossible. in particular in the region < z,,m, Where the contribution
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Fig. 14. Fractions of events as a function @®: fraction h of DD events
amongst all diffractiveo® events in the MC true samplsdlid line); frac-
tion g of true diffractive events in the diffractive® sample of the MC
reconstructed samplalgshed ling fraction h of DD events amongst all
true diffractive events in the diffractiva® sample of the MC reconstructed

. . . . sample {otted lin
from diffractive events is low. The width of the peak near ple d 9

z = 1 reflects the experimental resolution, which is also well
described by the Monte Carlo simulation. 4.3.3 Correction of the experimental data

The amount of non-diffractive background in the diffrac- .
tive p° sample can be seen from Fig. 12, which shows theAfter subtracting ¢N/dv)non—aiss from (dN/dv)meas the
distribution of z for the extended diffractive® sample in  final corrections for the loss of diffractive events (due to re-
the experimental data (full circles). The background fromstricted geometrical acceptance, chamber inefficiencies, trig-
non-diffractive events is estimated by normalizing theis- ~ 9er and reconstruction losses), for the measurement errors
tribution for the extended diffractive® sample of the recon- and for radiative effects are performed by applying a multi-
structed Monte Carlo events to that of the experimental datglicative correction factor®// (v):
in the regionz < znorm, and multiplying thez distribution (AN /A0 corrected =
for the non-diffractive events in the sample of reconstructed
Monte Carlo events by the same normalization factor. The /dN dN diff 15
resulting distribution is drawn as stars in Fig. 12. One notices [( dv )meas N ( dv )mnfdiff} () (15)
that the regiorr < z,.-m, Which is used for the relative nor- 4
malization of data and Monte Carlo samples, is practically .. = (dN, /dv)‘j}fg e
free of diffractive p° events. The diffractives° sample on ¢ (v) = AN/ dv)di ff :
the other hand, which according to (12) corresponds to the MG ree
regionz > 0.9 in Fig. 12, is dominated by diffractive events .diff(,) is the ratio of thev distribution for the diffractive
with a contamination of 7.4% from non-diffractive events. gayents in the sample of true Monte Carlo events anduthe
The shape of the distributions is different for different distribution for the true diffractive events in the “diffractive

regions of the kinematic variablegt, v, n.,). However, —sample” of the reconstructed Monte Carlo events.

in all cases good agreement was found between the experi- FOr measuring ratios of diffractive to inelastic cross sec-
mental data and the Monte Carlo reconstructed sample in thtions and for determining absolute diffractive cross sections
region z < znorm. This confirms the conclusion that non- (see Sect.4.4) also corrected distributions for the inelastic
diffractive production is well described by the Lund model. Sample are needed. A distributiaN/dV in a variableV

It can thus be safely used to estimate the non-diffractive(which stands forQ<, z, v) for the inelastic samplés cor-
background in the diffractive sample. rected by applying a multiplicative correction factor

When correcting a specific distributiod{/dv)meas in inelrin _ ([AN/AVYinet
a variablev (which stands foiQ?, =, v, Mx,t',n.) for the € (V)= (AN/dV)ind]
diffractive samplethe relative normalization between data oM@ e
and Monte Carlo events and the estimation of the nonwhere (N/dV)yi¢ .. . is theV distribution for the true
diffractive background in the experimental diffractive sam- Monte Carlo events, and.{V/dV)i¢. | theV distribution
ple is actually done using thedistributions in each bin of for the “inelastic sample” of the reconstructed Monte Carlo
v separately. In this way a distributiod{y/dv)non—difs 1S events.
obtained, which is the expected non-diffractive background As can be seen in Fig. 13, boti// andc¢™¢ decrease
to the original distribution dN/dv)meas- asQ? increases, with typical values of 4.5 and 3 respectively.

Fig. 13. The acceptance correctiong’/f and cine! for diffractive and
inelastic events respectively, and the ratfé/f /ci"el| as functions of9?

(16)
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Fig. 15. Fractions of events as a function & fraction . of DD events o 4 fit of expression (20) to the data points outsidedh@ass region. The
amongst all diffractiveo® events in the MC true sampledlid line); frac- errors shown are statistical

tion g of true diffractive events in the diffractive® sample of the MC
reconstructed samplalgshed ling fraction h of DD events amongst all
true diffractive events in the diffractive® sample of the MC reconstructed

" . .
sample dotted ling the double-diffractiorp” reaction as

pp — pp° N’ (18)

¢ and ¢"¢! also decrease with increasing The ratio where N’ is a diffractive baryonic system resulting from the

c@iff Jeinel increases with increasing and depends only dissociation of a proton.

weakly on@Q?. The strong variation of%// andc™¢! with

Q? at low Q? reflects the corresponding variation of the

overall muon reconstruction efficiency. The latter cancels4.4 Determination of absolute cross sections

in the ratioc?// /ciel, which explains the flat behavior of

T [einel with Q2. Cross sections for diffractive production are determined ac-
Estimates of the non-diffractive background and the DDcording to

contribution in the “diffractive p° sample” are given in

Figs.14 and 15 as a function @? and ' respectively.

They show for reconstructed Monte Carlo events the fracHerer = N&itf /Ninel is the ratio of the corrected number

tion g of true diffractive events (dashed lines) and the ratioof diffractive events and the corrected number of inelas-

h = DD/(SD + DD) (dotted lines). The fractiog is in the  tic events, andv;,.; is the absoluteup cross section cor-

order of 90%, decreasing weakly with increasi@@andt’.  responding to the kinematic regia@d for which Nine! was

The ratioh is independent of)? and it is approximately measureds;,,.; was calculated from the E665 measurements

10% fort’ < 0.5 GeV?, rising towards 55% at' =1 GeV?.  of F? [43], integrating ovelr? and averaging over the E665

As compared to the values in the generation (solid lines inbeam energy spectrum.

Figs.14 and 15% is reduced by about a factor of 2. One The systematic error af;,.; or sz is composed of an
can conclude that the selections which define the diffractivepverall normalization uncertainty of less thar8% and of

p° sample ((12) and (14)) select preferentially SD eventsa kinematics dependent uncertainty [43]. The latter is listed
and suppress DD events. This is easy to understand, sinceijii Table 10 as a function af? or v.

is more likely for a DD event to miss a final state particle

than for an SD event, leading to lowerin the DD event

sample. In addition the cut itf is more restrictive for the 4 5 Systematic errors

DD than for the SD events. The rise bfwith increasingt’

in the sample of true Monte Carlo events is due to the flattefj, ihe previous Sections the standard procedure for analy-

averaget’ slope for the DD as compared to the SD eventgjg the data was explained. In order to estimate systematic
sample (see Sect. 3). errors the analysis was repeated with certain modifications

In Sect. 5 results will be presented which have been coryg the analysis procedure. The following modifications were
rected either to include or to exclude the full DD contribu- ~qnsidered in turn:

tion. For each quantity to be measured (cross sectitns,
slopes, density matrix elements) it will be stated explicitly @) Remove the?,;, /v cut.
which of the two options has been chosen. b) In the sample of accepted tracks include additional tracks
The Sing|e-diﬁractiomo reaction is denoted as which fulfill the fO”OWing two conditionsd < 6 mm and
Ad/d < 6, whered is the distance of closest approach
wp — pupp, (17) to the primary vertex.

Odiff =7 * Oinel - (19)
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Fig. 17. Distributions of theh*h~ effective massMx in different re- Fig. 18. Distribution of theh*h~ effective mass\ x in different regions

gions of Q2 (in GeV?). The curves represent the results of the fits of of Q2 (in GeV?). The curves represent the prediction by G. Niesler et

the expression (20) to the mass distributions in the mass range 0.56 Ge¥l. [67], including the correction term given by eq. (10) of their paper. The

< Mx < 0.98 GeV. The errors shown are statistical x2/degrees of freedom for the comparison with the data is given for each
Q2 range. The errors shown are statistical

c) For a hadron to be accepted require in addifién< 1

GeV.
d) Instead of the selections> 20 GeV andAv/v < 0.20 SR = _30 whereAs is the measurement error of
usev > 30 GeV andA”_/” < 0.10. _ z. This affects the definition of the diffractive sample:
e) In the definition of the inelastic sample requirel ac- 2B, = —1.5 means accepting only those events for which
i cu .
cepted hadron |.nstead of 2. z is not more than Bo below 1.z% = —-3.0 means
f) Use zc, = 0.95 instead of 0.9. using for the normalization between data and Monte
g) Instead of using the variabtewith z.,; and z, 4., Use Carlo the sample of those events for whiehs more

the variablez® = (z — 1)/Az with 2%, = —1.5 and than 3¢ below 1.

cut
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h) Instead of using the variablewith z.,; andz,orm, Use T up ‘o{ 470 ‘(‘;‘e\/ (5665)‘
the variablez = (Z — 1)/AZ with 2z, = —1.0 and L O up at 100 GeV (CHIO)

cut
R —_
z = -3.0. # up at 150 GeV (CHIO)

norm
Systematic errors were determined by comparing the result® 6 * yp at 45—70 GeV (Aston) 7
for the various options with those obtained using the standarde
procedure. 2 I +

ter n

The change of the results for the slope paramégt@nd
the spin density matrix elements is less thaa df the re- + |
spective statistical error, for each of the modifications con-S % “% + °
sidered. The overall systematic error for these quantities i% I ]
estimated to be approximately equal to the statistical error-5 (L <

. . . 2 5

The systematic error of the absolute diffractive cross sec-,
tion o445 is composed of the systematic error o, g
(see Sect.4.4) and that on the ratioln the ratior vari-
ous systematic errors, for example those due to incomplete T
or deficient simulation of experimental details in the Monte 0.1 1 10
Carlo program and those due to radiative effects, largely ' ) )
cancel. A residual systematic error ofwas estimated by Q (Ge\/ )
varying the definitions of the “inelastic” and/or the “diffrac- Fig. 19. The mass skewing parameteras a function ofQ2. The results
tive” samples, as specified by the options a) to h). The resultrom this experiment are compared with those from the experiment
is Ar/r(syst.)=i5%. CHIO [22] and_th_e photoproduction experiment [3]. The erros on the E665

The corrections applied to include or exclude the full POInts are statistical
double-diffraction contribution depend O_n the fractibne Table 3. Results of fitting the expression (20) to the mass distribution in
DD/(SD+DD) of DD events assumed in the Monte Carlo F|g 16, exc|uding thed mass region
generation. Using the suppression factor 2 of DD relative to

g par
\,]\
*

o

SD events in the diffractive® sample (Fig. 14), the change  description of parameter parameter fitted value
of the corrected SD cross section dl_Je toa change_mfthe fraction of o° events a 1.000*%.000
Monte Carlo generation can be estimated: changiritpm central mass value of the® M, (7774 2) MeV
0.2 to 0.3 (0.4) Wou_ld imply a relative change of the cor- width of the p° T, (146+ 3) MeV
rected SD cross section yo°? /o5P = —7.4% (—15.7%). exponent in mass skewing factor n 3.63+0.09

By definition, the corrected (SD+DD) cross section is
obtained from the corrected SD cross sectionsBy*PP =

%P /(1—h) = ¢°P /0.8. The relative change of the corrected dN _
(SD + DD) cross section due to a changehofrom 0.2 to  dMy  © [a- BW, + (1~ a)- BG] (20)
0.3 (0.4) isAgSP*PD | 5SD+DD = 5,99 (12.6%). My M, T TR
The errors drawn in the figures and listed in the tables BW, = (M2 — M2)R f(M IR (Mp> " CBW
are statistical only, unless explicitly stated otherwise. X P P X

3
q ) Mp

Ir=1r1
p(QO Mx

5 Results

— M)Z( 2. — P2 2
Again, throughout the paper “log” denotes the logarithm to 7= \/ 4 Mz qo = \/ 4 Mz

the base 10. BG = (MX _2. Mﬂ_)(x eXp(BMx) . epG
(all M and I are in GeV).

5.1 Diffractive mass spectrum M, is the central mass value afy the width of thep®, M,
is the pion mass, andgy andcgg are factors determined

The mass spectrum for mesonic diffractive systems decayinguch that the integrals aB1¥, and BG over the fit range
into two charged particles only is shown in Fig. 16. It shouldin Mx are equal to 1. In the fit, a, M,, I,, n, o and
be emphasized that the distribution is fully corrected for3 were treated as free parameters. A good fit to the mass
losses of two-charged-hadron decays of the mesonic diffracdistribution is obtained with &2 value of 57.2 for 41 degrees
tive systemX. It is not corrected for decays of the mesonic of freedom. The results of the fit are compiled in Table 3.
diffractive system which involve neutral particles or more The fitted value of)M,, is slightly above and that of, is
than two charged hadrons. The distribution is corrected tslightly below the corresponding PDG value (769 and 151
include the full double-diffraction contribution. MeV respectively). With the specific parametrization chosen

The distribution is dominated by thd(770) and exhibits  in (20), the data do not require a significant contribution from
also a clear signal of the(1020). The mass distribution in  non-resonant diffractive background and the distribution is
Fig. 16 has been fitted by a superposition of a resonance termvell reproduced by the® contribution alone. 87.6% of the
BW,, for the p° and a background term3G, excluding the  Breit-Wigner distribution lie in the mass region 0.57 GeV
¢ mass region: < Mx < 0.97 GeV.
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T AL B AL e A Table 4. Fitted values of the mass skewing parametabtained by fitting
ey range in log(Q*) : e (-0.82,-0.50) expression (20) to the*n— mass distributions in differenf? regions.
~ 0.1 r o (-0.50,-0.25) The parametera and I, were fixed at 1.0 and 146 MeV respectively and
o~ L « (-0.25, 0.00) | the fits were performed in the mass regiab®< Myx < 0.98 GeV.
Q i
~ | # $ # (10.00, 0.50) | range in log Q%/GeV?) n X2 /ndf
5 0.50, 1.00) |
5 i * 0 v ) all log Q2 373+027 116
0.05 Yoy £ 8
r L I 1 0.82, —0.50 4.85k 0.42 1.46
T ok & -0.50, —-0.25 3.86t 0.46 0.77
S 1 —0.25, 0.00 3.38: 058  0.72
L v \ v oy B 0.00, 0.50 2.6 0.60 1.03
0 | A I 0.50, 1.25 3.2H 2.31 0.96

0.001 0.01 0.1

X
< M(x*7~) < 0.98 GeV, are compared with the exper-
imental data in Fig.18. The sharp drop of the theoretical
distribution nearM x = 782 MeV is due tp-w interference
and it reflects the corresponding behavior of the pion form

Fig. 20. The ratioUdiff(po)/az-ml as a function ofz, for different bins
of Q? (in Ge\2). The errors shown are statistical

I
z range in log(Q?) ¢ (-0.82,-0.50) | factor F [68_]. The skewness of the_ mass distribution in the
© 0.15F g 9 ' . p° mass region, and its decrease with increag)igare well

~ r ©(0:50,-0.25) reproduced by the model. The/degrees of freedom for the

5& I * (0.25,0.00) ¢ comparison is given in Fig. 18 for eac)? range.

~ *(0.00,0.50) | The subsequent analysis is restricted to te Cross
S o1 - v (0.50, 1.00) | sections forp® production will be determined using the re-

’ sults of the Breit-Wigner fits discussed above. The different
] methods for measuring the cross section proposed in the
—— +¢ ] literature [64, 65, 69] yield results which are consistent with
i %% ] each other at the level of 10-15% [6, 7].
0.05F 4T | .
g 1 5.2 Cross sections and cross section ratios
I - T In this section cross section measurements for diffragifve
0 10 100 1000 production are presented. Here™ is defined as the mass re-
gion 0.57 GeV< M(r*n~) < 0.97 GeV, with a correction
v (GeV) for the tails of the Breit-Wigner distribution for the?. The

Fig. 21. The ratiooa; 5 s (0°)/ciner as a function ofv, for different bins  corresponding correction factor is equal to 1/0.876, which is

of Q2 (in GeV?). The errors shown are statistical independent of)? within the experimental errors. The cross

sections are for single-diffraction (SD) only, i.e. they were
corrected to exclude the contribution from double-diffraction

Fits_of _exp_ressi_on (_20) were a_lso perfor_med to ﬁﬁe__ dissociation. The (SD + DD) cross section is obtained from
mass distributions in different regions @ (Fig. 17). Inthis  the SD cross section by’ P*PP = 55D /(1—h) = 05 /0.8

case only the mass region56 GeV < M(r"7~) < 098  (see Sect. 4.5).

GeV was considered which contains the main information

about the skewness and which is less sensitive to possible

background contributions or mis-estimation of it. The back-5.2.1 Ratios of muoproduction cross sections

ground contribution was set to zer@ £ 1) andI’, was fixed

at 146 MeV, according to the fit to the overall mass distri- The corrected ratia = O'diff(po)/ginel = ogifs (up —
bution in Fig. 16. The results of the fits are listed in Table ;,0%) /0,1 (up — pH), where H stands for any hadronic
4 and superimposed onto the distributions in Fig. 17. Theresystem, is shown for different bins @F as a function of: in

is reasonable agreement in the mass skewing parameter Fig. 20, and as a function of in Fig. 21. Essentially Fig. 21
with the measurements from [22] (see Fig. 19). The valuess a different representation of the data points in Fig. 20,
of n from the present experiment exhibit a decrease with in-since at fixed)? a variation ofz corresponds to a variation
creasingl?, similar to the results obtained at lower energiesof ». There is little or no dependence anas long as?
[10, 12, 21, 13]. The photoproduction measurement by [3]is fixed. Thex dependence of, which is of interest in the

is consistent with this trend. Models on the skewing of thecontext of nuclear shadowing, is useful for comparisons with
p° peak are discussed in [64-67]. data from heavy nuclear targets.

In [67] the mass distribution of diffractively produced At fixed Q?, the ratior is also quite independent of
ntw~ pairs is expressed in terms of the two-pion con- (Fig.21). On the other hand depends strongly o®)?, as
tribution to the photon spectral function, as given by thecan be seen from Fig. 22. At the lowe&3t accessible in this
pion form factor. The corresponding predictions, normal-experiment diffractives® production accounts for about 8%
ized to the experimental data in the mass region 0.56 Ge\of the inelastic cross section.
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5.2.2 Cross sections for virtual-photoproductionBf 103 ? % |
mesons ’\\\\‘_1 | Ll Ll T
10 1 10
2 2
Following the procedure described in Sect. 4.4, the ratios Q" (GeVv?)
were used to calculate absolute cross sections Fig. 23.04:77(v*p — p°p) as a function ofQ?: E665 data fill circles)
2 0 and the results from the CHIO [22], EMC [24], NMC [26], H1 [16] and
dUdz’ff/dVdQ (up — pp'p) (21) ZEUS [15, 17, 18] experiments. Theolid line represents the result of

. . 0 . . fitting expressions (23) and (24) to the E665 data points. ddshed line
for diffractive p” production by muons. The cross sections is 4 prediction by Pichowsky et al. [38, 39] foF = 15 GeV ande = 1.

aaifs(v*p — pPp) for diffractive rho production by virtual — Thedotted lineis the prediction by J. Nemchik et al. [34] foF = 15 GeV
photons were then obtained according to [70] ande = 1. The errors on the E665 data points are statistical. The numerical
. 0 values of the E665 data points are listed in Table 5
oaiff(Y'p— pp)=orte-op (22)
1 doaifs(up — 1p°p) L
- 2 : also found to be close to or compatible with zero [20, 22,
FT dl/dQ . .
) ) ) 23] when determined from the cross section measurements
I'r is the flux of transversely polarized virtual photosss  sing (23) and (24). Higher values ¢f are measured at
I', /T'r is the ratio of fluxes of longitudinally to transversely |owery [11, 12, 21]. A determination aR from the,° decay
polarized virtual photons (see Egs. (2) and (3)).(c.) IS angular distributions using-channel helicity conservation is
the cross section for diffractive’ production by transversely presented in Sect. 5.4.
(longitudinally) polarized *V|rtual Opho_tons. The E665 data points in Fig. 23 were also used to de-
~ The “255”“3 fowaiss(v'p — p°p) = or +eop @safunc-  tarmine the powenn in (23). For this purpose the data
tion of Q° are listed in Table 5 and are plotted in Fig. 23. points were fit by the expression (23), in whighwas set
The solid line represents the result of fitting the expressionequal toR((?) as determined from the angular distributions

2 m (see eq. (35)). The fit yieldedy = (10.23 + 0.56) b and
. * 0r) = 4 = 2.514 0.07 with a¢?/ndf of 0.40. A comparison with
04 p—pp =0 1+eR 23 m . I c :
aif 107 r) ° <Q2 + MS) ( ) 3) the previous fit, in whichn was set to 2 and the parametriza-
- Q2 tion (24) with ¢? as a free parameter was used, shows that
R=""= ¢ 5 (24) the extrapolated cross sections agree within the statistical
or M3 errors.

which is a prediction by the vector dominance model [52, A prediction fora ;s (y*p — p°p) based on a Pomeron-
28], to the E665 data points. In the fif; was set to 2 and exchange model [38, 39] (dashed line in Fig. 23) appears to
oo and 2 were treated as free parametesg.may be re-  describe the? dependence of the cross section satisfacto-
garded as an estimate of the photoproduction cross sectiofy-
for diffractive p° production. Expression (23) yields an ex- A prediction [34] based on the color dipole BFKL model,
cellent fit to the data points with g?/degrees of freedom which provides a unified description of soft and hard deep
of 0.86. The fitted values afy, and£? are (10304 0.33)ub inelastic phenomena, is drawn as dotted line in Fig.23. The
and (—0.04+ 0.02) respectively. prediction of the model, in which the photoproduction cross
The negative value of? (and thus ofR) shows that section is calculated ag = 10.1 ub, is lower than the E665
expressions (23) and (24) are not a correct representation #heasurements in the region 0.15 Ge¥ @Q? < 10 Ge\?
the experimental data. More precisel§, as calculated by by about a factor of 2.
(24) using the fitted value of? cannot be considered as a Also shown in Fig.23 are measurements by the CHIO
measurement aof;, /or. In other highv (v 2 50 GeV) - low  [22], EMC [24], NMC [26], H1 [16] and ZEUS [15, 17, 18]
Q? (Q? = 10 Ge\?) leptoproduction experimentg? was  experiments. The data from [18] are preliminary. In general
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Fig. 24.04;77(v*p — pp) as a function of)? in different regions ob. 7\ 0.1 - e .
The solid linesrepresent the results of fitting expressions (23) and (24) to a " 589 - 1
the E665 data points in eachbin. The errors shown are statistical. The "~ r ’ U ZEUs 1
numerical values of the E665 data points are listed in Table 5 -~ F 6.0 ® E665 .
b . 6 K ¥ NMC(D)
0.0 | |
10 100
S Q (GeV?) ] W (GeV)
=3 S, o 4? % Fig. 26. Cross section for diffractive® production by real (upper plot) and
°q 10 0.0 1&5%%@@6‘ f$5mm E virtual (lower plots) photons as a function Bf. The photoproduction data
[ ] are from [1, 2, 3] and from the ZEUS [5, 6, 9] and H1 [7] experiments. The
T [ 0.24 x ] E665 data points aD? = 0 represent the extrapolated cross sectiofs
. — oo )

S 3 * 8 The data a2 > 0 are from this (E665), the NMC [26, 27] and the ZEUS
K> T 0.61 &‘%@% 0 0 1 [15, 17, 18] experiments. Thsolid curvesrepresent the results of fits of
o L K - i the expressiom - (WW/GeV)* to the E665 data points. Thdashed curve

@ O E665 is the prediction from [71, 72]. Thelotted curvesepresent the function
1L * % CHIO | (W/GeV)’-22 with arbitrary normalization. The errors on the E665 data
E L’\L * NMC(D) 7 points are statistical. The numerical values of the E665 data points are
r U ZEUS listed in Tables 5 and 6
C 184 J_,ﬁ#*y AHl ]
r ¢ Egloff 1
r 2 Park+ . . .
i Aston | there is good agreement between the experiments, with the
59 o exception of the NMC data points, which are systematically
T 7 i lower. Differences between the various results may be due to
© 5.69 %%é% 1 different definitions of the)?°, different treatment of double-
i 1 diffraction dissociation, different average values cofind
i " 1 different ranges of.. For therv (or W) dependence at fixed
| 6.0 T ¥ | 1 Q? see Fig. 25.
10 102 Flgure_ 24 shows the&) dependen(_:e Obgirr(v'p —
W (GeV) p°p) for different ranges of. In each bin ofv the data are

well represented by expressions (23) and (24) (solid lines).
> .

The numbers in the plot denote the approximate valug@%fThe data in T.he r.eSUItS foroo and { from fits to the data are com
the various@? ranges are alternately representecbpgnandfull symbols piled in Table S. Ther.e is good ag,reement_ between the ex-
The data forQ2 > 0 are from this experiment (E66Sircles), from the  trapolated cross sections from this experiment and the
CHIO [22], the NMC [26, 27] and the ZEUS [15, 17, 18] experiments. The photoproduction measurements by [2],= (9.2 £+ 0.2)ub
photoproduction data}? = 0) are from [1, 2, 3] and from the ZEUS [5, for 30 < v < 180 GeV, and [3],0 = (9.2 £ 0.1)ub for
6, 9] and H1 [7] experiments. The E665 data points)dt= 0 represent 20 <« 1 < 70 GeV (see also Fig. 26).

the extrapolated cross sectiosig. The errors on the E665 data points are . . . .
statistical. The numerical values of the E665 data points are listed in Tables A different representation of the dlffractl\pé’ Cross sec-

5 and 6 tion is given in Fig. 25, in whiclrg; s ¢ (v*p — p°p) is plotted
versusW (W2 = M2+ 2M,v — Q?), in different regions of

Fig. 25.04;¢(v*p — p°p) as a function o/ in different ranges of)2.
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Fig. 27. cqis¢(v*p — p°p) as a function ofz in different bins of Q2

(in GeV?). The preliminary data from [18] are shown for comparison. The Fig. 29. The cross sectioms as a function ofz for different regions of
errors on the E665 data points are statistical. The numerical values of thg)? (in Ge\?). The errors shown are statistical. The numerical values of
E665 data points are listed in Table 9 the E665 data points are listed in Table 9

| typical high-energy behavior in soft Pomeron models. Tak-
o5 +0, N ing into account the systematic errors which are not yet in-
o cluded in the error bars, 20% for E665 afg,% for ZEUS
e * o ] (at Q% = 5.9 Ge\P), the E665 and ZEUS data are consis-
1 tent with a gentle increase of; s with W, as expected by
| models based on soft pomeron exchange. The NMC cross
Q ] sections, which have an additional systematic error of 20%,
tend to be lower than the E665 data (see also Fig. 23).
The = dependence ob ¢ (y*p — p°p) is shown in
‘ Fig. 27 for different regions of9?. In each@? range the
b cross sections appear to decrease with increasirigow-
I ‘ ] ever, since in a giver)? range the averag@? increases
i ¢ i by about a factn2 - 3 whenz is varied between its mini-
T mum and maximum value, the apparent decrease of the cross
10 1 0 , section is at least partly due to a reflection of the strong de-
Q* (GeV?) pendence or)? (see Fig.23). The same remark applies to
Fig. 28.The cross sectionsy, o, andor +oy, for diffractive p° produc-  Figs. 29 and 30. It does not apply to Fig. 25, since in a given
tion by \_/irtual photons on protons, as a function@f. The errors shoyvn . QZ range the avera@z is practically independent df/.
%ilzta?nsncal. The numerical values of the E665 data points are listed in Using R = o, /o7 as determined in Sect.5.4 from the
angular distributions, the transverse and longitudinal cross
sectionsor and oy, have been derived fromg; ¢s(v*p —

Q?. W is the invariant mass of the system formed by the°p) according to

virtual photon and the target proton. The numerical values Oaify _ Odiff

of the E665 data points are listed in Table 6. OT = 4 i eR LT, (25)
The W dependence of the cross sectiog s, for some R

selected values of)? is also shown in Fig.26. The pho- When applying (25) to the experimental data the variation

toproduction data are compared with the theoretical predicof R and e with the kinematic quantities has been taken

tion for a “soft Pomeron” [71, 72], given by the dashed into account by computing? ande in each bin separately.

curve. The model reproduces the general trend of the data? was calculated using (35). Ferthe weighted average

At eachQ? the E665 data points were fitted by a depen- (€)1 = [eoy - dvdQ?/ [ o1 - dvdQ? was taken, where,

dence /GeV), yielding x = 031+ 0.20 atQ? = 0, was parametrized according to (23), with = 2.51 and

x=031+020 atQ? = 0.61 Ge\? andx = 0.02+ 0.75  R(Q?) from (35).

at Q% = 5.69 Ge\? (solid curves). At(Q?) = 0.48 Ge\? or,op and @ + o) are displayed as a function ¢

the ZEUS experiment [17] obtained= 0.33+ 0.14 (stat.) in Fig.28, and tabulated in Table 7. In tig¥ range 0.15 -

+0.15 (syst.). The dotted curves represent the functionl0 Ge\?, the Q? dependence of, is clearly weaker than

(W/GeV)*22 (with arbitrary normalization), which is the that of o7, as expected from the strong rise Bfin this Q2
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Fig. 30. The cross section, as a function of: for different regions o2
(in GeVA). The errors on the E665 data points are statistical. The numerical

values of the E665 data points are listed in Table 9

region (see Fig.41)or is dominating at lowQ?, and o, Fig'l Sdl' tt/hdisf”:lbléﬂork‘j "(‘j.?fiﬁert_e”t regi?’_‘bs 3@2 (ﬂ;fgzl) corrected t(i
S'[al’tS eXCeed'ngT at QZ ~ 2 Ge\ﬁ excluae e Tu ouble-alffraction contripution. I Inesrepresen

- 2 the results of fits of expression (26) to the experimental distributions. The
ASS_umng to dep_end only OrQ » 0T and Ulé can be results of the fits are listed in Table 11 (paraméten column labelled
determined as a function 8% or z in different Q< ranges.  sp). The errors shown are statistical

The results for {1 + o) as a function ofiV" are tabulated
in Table 8. The results forr ando;, as a function ofr in
different regions of)? are plotted in Fig. 29 and 30 respec- DD contribution is included. The same trend is seen in the
tively and are listed in Table 9. sample of true Monte Carlo events. The slope values also
In Table 10 the average values 6f, v, W, = and e decrease as the upper limitdhis increased, typically by 0.5
are given for the different bins in loggf/GeV?) or v. The  GeV~2 when changing the upper limit fromi = 0.5 Ge\?
average of a quantity was determined a&) = [voqify - to 1.0 Ge\t. This behavior is explained by the rising relative
dvdQ?/ [ o4ifs - dvdQ?, whereoy; sy was parametrized ac- contribution of DD events with increasirt§(Fig. 15). Thet’
cording to (23) withm = 2.51 andR(Q?) from (35). It can  range which is most appropriate for the determination of the
be seen that: and Q2 are strongly correlated, whereas ~ SD corrected slopes is the range< 0.5 Ge\?, because the
(or W) and Q2 are practically uncorrelated. is nearly in- ~ corrections for the DD contribution are small in this region

dependent 0f)? and decreases with increasingat high ~ and start increasing only above= 0.5 Ge\~.
v. There is a clear decrease of the slope value with increas-

ing Q?: b drops by~ 2 GeV2 in the Q? range from 0.15

to 3 Ge\? (Figs. 31, 32). This behavior is also present in the
5.3 Distributions oft’ and p? uncorrected data, however, not in the Monte Carlo samples.

In the experimental data,,;, is calculated assuming

As has been shown in Sect. 4.3 (Fig. 15) thdistributions  the baryonic diffractive masa/z to be equal to the pro-
are particularly sensitive to the presence of DD events. Ifon mass. This leads to additional experimental smearing in
order to study the influence from DD, thé distributions t" in double-diffraction dissociation events [25]. For this rea-
have been corrected to exclude or include the full DD con-son the same analysis as fdrwas done with the variable
tribution. Note that in both cases the corrections depend ow? . Which is the square of the transverse momentum (rela-
the simulation of DD events in the Monte Carlo program, tive to the direction of the virtual photon in the cms) of the
because there is no clean way in the present experiment ¢nesonic diffractive systenX. The corresponding results are
separating the DD events. The results for the slope vadlues included in Table 11.

obtained from fits of the expression The same conclusion as obtained for the sldpean be
do drawn for the slopegd of the pi distributions. In particular
= At (26) also the@? dependence is observed when the variai§le
dt’ is used. This indicates that the smearing effects are properly
to the corrected distributions are listed in Table 11. taken into account in the correction procedure. It should

The various fits differ in the’ range used for the fit, in  be noted that the values af and b are not expected to
the Q2 range and in the treatment of the DD contribution. In be identical. At small production angles of the diffractive
general the slope valuésare lower by~ 0.7 GeV2 if the system in the cmg;’ andp? are related by



254

o H‘.H‘/J,p ot 470 Gev ‘(E‘G(‘SE‘S‘) ) and (Q?) = 0.48 Ge\#, is consistent with the shrinkage of
'> 20 | ¥ up ot 147 GeV (Francis) ] the ¢ distrib/uiion expectezgl.in the Regge theory with a soft
8 o up ot 100 GeV (CHIO) Pomeron ¢’ = 0.25 GeV ).
~ # wp at 150 GeV (CHIO) ] (W ,
15T A yp at 75—148 GeV (Chapin) | o
* yp at 45-70 GeV (Aston) 1 A similar shrinkage is observed in photoproduction (8f
i ] mesons [3, 6, 7], and also at high@f (8 < Q? < 50 Ge\?)
10 |« + | [19]. The shrinkage of the distribution with increasing?
[ |

is discussed in the framework of QCD in [76].

] 5.4 Production and decay angular distributions

The production and decay of th€ is studied in terms of
the following angles [77, 12]:

| | |
0 0.1 1 10 — ¢: the azimuthal angle around the direction of the virtual
’ photon in the cms between the lepton plane (formed by
Q* (GeV?) the incident and the scattered muon) and gh@roduc-
tion plane (formed by the virtual photon and th®;
Fig. 32. The slope parametéras a function o2 from different muopro- -9, the polar and azimuthal angles of the de@ﬁyin

duction experiments: The data are from this experimérit ¢ircles), and 0 . .
from [20], CHIO [22] and NMC [26]. Photoproduction measurements [3, thep rest frame respectively! is the angle between the

4] are shown for comparison. The errors on the E665 points are statistical de_cay”+_ and the_direCtion of the® in the cms (reference )
axis), ¢ is the azimuthal angle around the reference axis
between the decay plane (formed by the degayand

t o~ pp'i , (27) the reference axis) and th& production plane (formed

P’ by the virtual photon and the reference axis).

wherep and p’ are the cms momenta of the virtual pho- — % =¥ — ¢

ton and the mesonic diffractive system respectively. The ex-

pected ratidh/d of slope values is thus equal p6/p which

is different from 1 and which depends on Q?, Mx and

Mpg. However, in the kinematic range considered in this

analysis,b/d is close to 1, the difference being negligible

The angular distributions are shown in Figs. 33-36 for
different regions ofQ?. There is a striking change witf)?
of the shape of the distributions for césandy, which will
be discussed below.

By integrating the theoretical angular distribution
yW(cosﬂ ©, ®) one obtains the distributions in the variables

Monte Carlo calculations. cosd, ¢ andy:

In Fig. 32 the slope valuek are compared with the re-
sults from other muoproduction experiments, which cover a dN 3 1
similar region inv andQ? [20, 22, 26]. The differences be- Jcosy ~ 4 {
tween the results of the various experiments may be partl
due to the different experimental procedures, such ag’the
range used in the fit and the corrections applied for the non-
diffractive and double-diffraction dissociation background. dN
The data within each of the experiments is consistent with (30)
a moderate fall-off ofv with increasingQ?. The slope pa-
rameters as measured in this experiment tend to be lower {1 — 2% cosZp+P\/1— €22Im(r3_;) sin 2,0} ,
than those measured in photoproduction in a simileange: 2m
b=(84+01) GeV2[3] andb = (10.6+ 1.0) GeV 2 [4]. where e is given by (3) andP is the polarization of the
The decrease df with increasinng is usually interpreted incident muon. The hypothesis that the helicity of the vir-
as evidence for a shrinkage of the effective interaction  tual photon is retained by the” is called s-channel helicity
radius [73, 74]. Such a shrinkage was also suggested by theonservation (SCHC). If SCHC is assumBd(cosy, ¢, ¢)
measurements of the diffractivé® cross section on heavy reduces tdV(cosv,y). After integration over cog one ob-
nuclei [75]. Evidence for a decreasetoWith increasing? tains:
has also been seen in experiments at lower [21, 13, 14] angN
at higherv [17-19]. i {1 +2eri_cOS 2} (31)

In ther range covered by this experiment no dependence
of b on v is observed. However, a comparisontofalues  The density matrix elementsgg, 94, Im(rl ) andri |
from E665,b = (7.7 + 0.4) GeV~? for 20 < v < 420 GeV  were determined by fitting the expressions (29), (30) and
and(Q?) = 0.43 Ge\?, and from ZEUS [17]p = (9.3+0.7 (31) to the experimental distributions. The distribution of
(stat.) £0.8 (syst.)) GeV? for 1330 < v < 4317 GeV the polarizationP in the present experiment has a mean of

o+ (3rs — 1) cos 9} (29)

Yhe density matrix elemenf}$ is the probability that the®
has helicity 0 (longitudinal polarization).
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Fig. 33. The distribution of co# in different regions ofQ2. Thesolid linesrepresent the results of fits of expression (29) to the experimental distributions.
The average values @@? are in Ge\2. The errors shown are statistical
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Fig. 34. The distribution ofy in different regions of@2. The solid linesrepresent the results of fits of expression (30) to the experimental distributions.
The average values @? are in Ge\t. The errors shown are statistical

0.7 and a root mean square deviation of 0.3 [78]. In (B0) the present experiment confirm the rapid change ofsthe
was set to 0.7. polarization in the lowg? region [12, 21, 13]: while the
For ¢ in (30) and (31) the weighted average), = fraction of longitudinally polarize@®, given by the value of
[ elror-dvdQ?/ [ Iroy-dvdQ? was taken, where;, was 74, is zero atQ? = 0 [3] it becomes 50% af)* ~ 2 GeV?
parametrized according to (23) with = 251 andR(Q?)  (Fig.37), rising further at highe®?.
from (35). The weight/’ro;, was chosen because the (ac-  There seems to be only little dependencer§ff on v,
ceptance corrected) number of experimental events, which ias can be seen from the data points of the DESY
used for determining the density matrix elements, is proporv < 4.5 GeV), E665 (20< v < 420 GeV) and ZEUS
tional to the muoproduction cross section (21) and not to thg1332 < v < 4318 GeV) experiments. A similar statement
cross sectiow ;¢ (v*p — p°p). Note that(e), is different  applies tor$*, andrj ;.

Erom(<6>§) used in the conversion @fy; sy into o, andor Further predictions in the case of SCHC are
eq. (25)).
The measured values ofg, 0%, Im(r§_ ;) andri_;, 94 =3 =0 (32)

are plotted as a function @p? in Figs. 3740 respectively.
The numerical values are listed in Table 12. The data fromand
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Fig. 35. The distribution of¢ in different regions ofQ?. The average values @§? are in Ge\. The errors shown are statistical
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Fig. 36. The distribution ofy in different regions of@2. The solid linesrepresent the results of fits of expression (31) to the experimental distributions.
The average values @? are in Ge\. The errors shown are statistical

R=orjor=". "%, @3 R@)= @)™ (35)
6 - -
: . "o ) ] _ to the E665R values yieldsCp = 0.66 + 0.05 andC; =
If, in addition to SCHC, there is natural-parity exchange in .61+ 0.09 with ax2/ndf of 0.98.
the t-channelri_, andr; are related by The measurements ot for diffractive p° productions
1 1 04 can be used to determine a lower limit &8¢! = gl /ginel
11-1= ,(1—700)- (34)  according to
As can be seen from Figs. 38, 39 and Tables 12 and 13,;,,¢; _ T (36)

the relations (32) and (34) are fulfilled within two standard ~“low — (1—r)e+ }{C ’

deviations. The data are thus consistent with SCHC tand

channel natural-paritiy exchange. Herer = O'diff(po)/Uinel is the ratio of the cross section
Assuming SCHCR has been determined using relation for diffractive p° production and the inelastic cross section.

(33). The results are tabulated in Table 13 and plotted inAssuming the measureR to be valid not only for single-

Fig.41. Similar to the case ofy}, R rises strongly with diffraction but also for double-diffractiop® production, the

increasing@?, reaching a value of 1 &@? ~ 2 Ge\~. r corresponding to the (SD+DD)Y cross section should be
A fit of the expression used in (36). The latter is obtained from? by r*P*PD =
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Table 5. The cross sectiomrg; s ¢(v*p — °p) = o +eop, as a function ofQ?, for all v and for four regions of.. The lower part of the table contains

the results of fitting expressions (23) and (24) to the experimental dasg g1 (v*p — p%p) in different bins ofv (Figs. 23 and 24). The cross sections,

which are for single diffraction only, include a correction for the tails of gHeBreit-Wigner distribution. The errors given are statistical only. There are
additional errors from the systematic errorro{5%) and from the systematic error ﬁg’ The latter is composed of an overall normalization uncertainty

of less than 8% and a kinematics dependent uncertainty, which is listed in the last column of Table 10. The effect on the results for the cross sections from
a change of the fraction of double-diffraction dissociation events in the Monte Carlo simulation is discussed in Sect.®5vales were determined

such thato; ;5 at theseQ? is equal to the tabulated,; s r, assuming &2 dependence of4; ;5 according to (23) withm = 2.51 andR(Q?) from (35)

range in Q? o(v*p — p°p) (1b)
log (Q?/ GeV?) (GeV?) allv 20< v <90 GeV 90< v < 150 GeV  150< v < 250 GeV  250< v < 420 GeV
-0.82, -0.75 0.17 #3+1.03 475+ 1.72 688+ 1.83 699+ 1.48 7.33+ 1.66
-0.75, -0.50 0.25 B83+0.26 445+ 0.35 454+ 0.40 452+ 0.38 596+ 0.66
-0.50, -0.25 043 32+0.16 279+ 0.16 333+ 0.24 389+ 0.31 415+ 0.47
-0.25, -0.00 0.76 .B4+0.10 163+ 0.11 219+ 0.18 183+ 0.17 201+ 0.26
0.00, 0.25 1.35 @75+0.066 Q799+ 0.079 0846+ 0.108 0931+ 0.112 0913+ 0.163
0.25, 0.50 2.39 (31540036 0282+ 0.051 Q331+ 0.060 Q403+ 0.073 0283+ 0.065
0.50, 0.75 423 (126+0.022 0184+ 0.043 Q1524+ 0.045 Q095+ 0.029 Q125+ 0.047
0.75, 1.00 751 ©484+0.013 Q021+ 0.013 Q026+ 0.017 Q062+ 0.023 Q063+ 0.037
oo (ub) 10.30+ 0.33  8.81+ 0.38 10.21+ 0.52 10.13+ 0.54 12.16+ 0.89
2 —0.04+0.02 —0.03+0.02 —0.03+0.02 —0.02+ 0.03 —0.13+0.05
X2 /ndf 0.86 0.82 0.91 1.34 0.39

Table 6. The cross sectiong; s r(v*p — °p) = o +eor, as a function ofi¥, for four regions ofQ?. The cross sections, which are for single diffraction

only, include a correction for the tails of th# Breit-Wigner distribution. The errors given are statistical only. There are additional errors from the systematic
error ofr (£5%) and from the systematic error Eg’ The latter is composed of an overall normalization uncertainty of less tl&% and a kinematics
dependent uncertainty, which is listed in the last column of Table 10. The effect on the results for the cross sections from a change of the fraction of
double-diffraction dissociation events in the Monte Carlo simulation is discussed in Sect. 4 @?Nadues were determined such thay; s at theseQ?

is equal to the tabulatedy; sy, assuming aQ? dependence oF 4; r ¢ according to (23) withm = 2.51 andR(Q?) from (35)

range in (W) o(v*p — p°p) (1b)
v (GeV) (GeV) Q?=024 Q?=061 Q?=184 Q?=569
(GeV?) (GeV?) (GeV?) (GeV?)

20 -90 10.1 45A0.35 2.09+ 0.09 0.485+ 0.043 0.073f 0.017
90 - 150 14.9 473+ 040 258+ 0.15 0.511+ 0.056 0.069+ 0.019
150 - 250 19.3 478 0.37 253+ 0.16 0.592+ 0.061 0.072+ 0.017
250 - 420 24.1 6.0 0.61 272+ 0.24 0.497+ 0.071 0.075% 0.025

Table 7. The cross sectionsr, o7, andor +o, for the reactiony*p — pOp as a function of92. The cross sections, which are for single diffraction only,
include a correction for the tails of the® Breit-Wigner distribution. The errors given are statistical only. There are additional errors from the systematic
error ofr (£5%) and from the systematic error Eg’ The latter is composed of an overall normalization uncertainty of less tl&# &nd a kinematics
dependent uncertainty, which is listed in the last column of Table 10. The effect on the results for the cross sections from a change of the fraction of
double-diffraction dissociation events in the Monte Carlo simulation is discussed in Sect. 482 Matues were determined such tha; ; ; at theseQ?

is equal to the tabulated; ; y, assuming aQ? dependence of 4; 7 ¢ according to (23) withm = 2.51 andR(Q?) from (35). (€)1 is the weighted average

([ eor - dvdQ?/ [ oy, - dvdQ?), whereo;, was parametrized according to (23) with = 2.51 and R(Q?) from (35)

range in Q? (€)1 R(Q?) cross sections (imb) for v*p — p%
log (Q%/GeV?)  (Ge\R) using (35) or or, or +or

-0.82, -0.75 0.17 0.76 .22+0.03 637+ 0.89 139+ 0.26 777+ 1.08
-0.75, -0.50 0.25 0.80 .P8+£0.03 411+ 0.23 115+ 0.12 526+ 0.28
-0.50, -0.25 0.43 0.81 .89+£0.03 267+0.13 1051+ 0.082 372+ 0.17
—-0.25, 0.00 0.76 0.81 .86+0.04 1269+0.073 Q7084 0.052 198+ 0.10

0.00, 0.25 1.35 0.81 .09+0.08 0533+0.045 Q422+0.040 0955+ 0.073
0.25, 0.50 2.39 0.81 .124+0.15 0165+0.022 Q185+£0.025 0350+ 0.040
0.50, 0.75 4.23 0.81 .39+0.29 0055+0.011 Q088+0.017 Q143+ 0.025

0.75, 1.00 7.51 0.81 .26+£051 0017+0.005 0038+0.011 Q055+ 0.015

9P /(1 — h) = r9P/0.8. Ri"¢! calculated in this way is 6 Summary

low
listed in the last column of Table 13.
In this paper the diffractive production ¢ in the reac-
tion up — pup®p has been studied in the kinematic region 20
GeV < v < 420 GeV and 0.15 GéV/< Q? < 20 Ge\2. The
present analysis confirms the results from previous experi-
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Table 8. The cross sectiono( + o) for the reactiomy*p — pPp as a function ofi¥, for four regions ofQ2. The cross sections, which are for single
diffraction only, include a correction for the tails of th& Breit-Wigner distribution. The errors given are statistical only. There are additional errors from

the systematic error of (5%) and from the systematic error Eg) The latter is composed of an overall normalization uncertainty of less ti88a and

a kinematics dependent uncertainty, which is listed in the last column of Table 10. The effect on the results for the cross sections from a change of the
fraction of double-diffraction dissociation events in the Monte Carlo simulation is discussed in Sect. 4@? Taties were determined such thaf; ; ¢

at these@? is equal to the tabulated; s, assuming aQ? dependence of4; s according to (23) withm = 2.51 and R(Q?) from (35). (¢); is the

weighted averagg eor, - dvdQ?/ faL - dvdQ?, whereo, was parametrized according to (23) with = 2.51 and R(Q?) from (35)

rangein (W) (&)1 (o1 +0o1) (in pb) for v*p — o
v (GeV) (GeV) Q%2=0.24 Q?=061 Q%2=184 Q?=5.69
(GeV?) (GeV?) (GeV?) (GeV?)
20 - 90 10.1  0.99 £8+0.35 210+ 0.09 0487+ 0.044 Q073+ 0.017
90-150 149 0.95 Z8+0.41 2624 0.15 0523+ 0.057 Q072+ 0.020
150 -250 19.3 0.84 84+0.39 2674017 0641+ 0.066 Q081+ 0.019
250-420 241 059 64+ 0.67 3144028 0620+ 0.089 0103+ 0.034

(R =027+ 0.03)

(R = 0.49+ 0.04)

(R=096+0.11)

(R = 1.91+ 0.39)

Table 9. The cross sectionsg; s (v*p — p°p) = o +eor, op andoy, as a function ofx, for four regions ofQ2. The cross sections, which are for

single diffraction only, include a correction for the tails of thBreit-Wigner distribution. The errors given are statistical only. There are additional errors

from the systematic error of (5%) and from the systematic error mf. The latter is composed of an overall normalization uncertainty of less than

1.8% and a kinematics dependent uncertainty, which is listed in the last column of Table 10. The effect on the results for the cross sections from a change
of the fraction of double-diffraction dissociation events in the Monte Carlo simulation is discussed in Sect. 4.5

range in ogiff =or +eog for y*'p — 2°p (ub)
log (x) range in log Q%/GeV?):
(-0.82, -0.5)  (~0.5, 0.0) (0.0, 0.5) (0.5, 1.0)
-3.67,-3.33 6.69% 0.71
-3.33,-3.00 5.02£ 0.36 4.10+ 0.41
-3.00, -2.67  4.55£ 0.37 253+ 0.16 0.972+ 0.280
-2.67,-2.33 3.7# 042 2.09+ 0.12 0.630+ 0.070
-2.33,-2.00 7.48 176 1.86+ 0.12 0.474+ 0.051 0.114+ 0.036
-2.00, -1.67 1.42- 0.19 0.384+ 0.049 0.098f 0.022
-1.67, -1.33 0.37#& 0.081 0.041+ 0.011
-1.33, -1.00 0.04@- 0.018
range in or for v*p — p% (ub)
log (z) range in log Q%/GeV?):
(-0.82, -0.5)  (~0.5, 0.0) (0.0, 0.5) (0.5, 1.0)
-3.67,-3.33  5.85 0.63
-3.33,-3.00 4.0%: 0.31 3.34+ 0.33
-3.00,-2.67 3.5#&0.30 1.88+ 0.12 0.703% 0.203
-2.67,-2.33 2.93 0.33 1.42+ 0.09 0.402+ 0.047
-2.33,-2.00 5.73 136 1.22+ 0.08 0.259+ 0.031 0.059%+ 0.019
-2.00, -1.67 0.96t 0.13 0.197+ 0.027 0.041+ 0.010
-1.67, -1.33 0.18%# 0.041  0.014f 0.004
-1.33, -1.00 0.013- 0.006
range in oy, for v*p — p% (ub)
log (z) range in log Q%/GeV2):
(-0.82, -0.5)  (~0.5, 0.0) (0.0, 0.5) (0.5, 1.0)
-3.67, -3.33 1.46t 0.22
-3.33, -3.00 1.14+ 0.13 1.25+ 0.15
-3.00, -2.67 1.02- 0.12 0.864+ 0.07 0.494+ 0.145
-2.67,-2.33 0.85%: 0.12 0.71+ 0.05 0.326+ 0.041
-2.33, -2.00 1.75% 044 0.64+ 0.05 0.246+ 0.031 0.088+ 0.029
-2.00, -1.67 0.53: 0.08 0.191+ 0.027 0.072+ 0.017
-1.67, -1.33 0.19% 0.044 0.027+ 0.008
-1.33, -1.00 0.02% 0.013

ments. Due to its higher statistical precision it provides morematrix elements. The results may be summarized as follows:

accurate measurements of the cross sections, the mass skew-

ing parameter, the’ slope parameter and the spin density

The mass distribution of diffractively producee 7~
systems in the® mass region is skewed compared to
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Fig. 37.The spin density matrix elemen4 as a function ofp?. Previous ~ Fig. 39.The spin density matrix elemedtn(r]_,) as a function ofQ?.
measurements from DESY [12], EMC [23], NMC [26], ZEUS [15, 17] and Previous measurements from NMC [26] are shown for comparison. The
H1 [16] are shown for comparison. The errors on the E665 data pointsefTors on the E665 data points are statistical. The numerical values of the
are statistical. The numerical values of the E665 data points are listed ifF665 data points are listed in Table 12

Table 12 :

. ® 665
0.4 [ A DESY
r?i ® £665 % ZEUS
A DESY 05 F O NMC(D+C+Ca)
0.2 - o NMC(D+C+Ca) ° 7&[? )
[ ]
L . "
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Q? (Ge\/ 2) 10 Fig. 40.The spin density matrix elemeﬂt1 as a function of9?. Previous
measurements from DESY [12], NMC [26] and ZEUS [15] are shown for

Fig. 38.The spin density matrix elemeﬁ?‘il as a function of92. Previous comparison. The errors on the E665 data points are statistical. The numerical

measurements from DESY [12] and NMC [26] are shown for comparison.values of the E665 data points are listed in Table 12

The errors on the E665 data points are statistical. The numerical values of

the E665 data points are listed in Table 12

(7.040.2(stat)+0.2(syst)) GeV—2. The slope parameter
o o o tends to decrease & increases (Figs. 31, 32).
a relativistic Brelt'ngner distribution, the skewness de- _ The spin density matrix e|emen83 as determined from

creasing with increasing?. (Figs.17, 19). the distribution of the polar decay angle of th& in
~ At the lowestQ? (Q* ~ 0.15 GeV?) accessible in this the helicity frame rises rapidly in th€? region of this
experiment the cross section for the reactign— 1p°%p experiment. Whereas th€ polarization is purely trans-
constitutes~ 8% of the inelastic cross section. This frac- verse atQ? = 0, the fraction of longitudinat® is ~ 50%
tion decreases strongly with increasi@g. At fixed Q?, at Q? ~ 2 Ge\? (Fig. 37).
the fraction is consistent with being independentzof  _ The values of the spin density matrix elemerfl§ 79,
andv (F-lgs.220, 21 and 22). _ § Im (r}_,) andr}_, are consistent with s-channel helic-
— The mainQ* dependence of the cross sectiop (v ity conservation (SCHC) and natural-parity exchange in
p — p°p) for p° production by virtual photons is given the t-channel (Tables 12 and 13).
by the p°-propagator (Figs. 23 and 24). - R = o /or as determined from34 assuming SCHC
— By extrapolatingo(y*p — p°) to Q* = 0 a photo- rises strongly with increasin@? (Fig. 41).

production cross section afy = (10.30 & 0.33 (stat.))

b is obtained (Table 5). The contributions to the sys-

tematic error ofo are iS% frF’m ratios of numbers _Of AcknowledgementsThis work was performed at the Fermi National Accel-
events,£13.7% from kinematics dependent normaliza- erator Laboratory, which is operated by Universities Research Association,
tion uncertainties, ane:1.8% from the overall normal- Inc., under contract DE-AC02-76CHO3000 with the U.S. Department of
ization uncertaintyog is reduced by 7.4% if the frac- Energy. The work of the University of California, San Diego was supported
tion of double-diffraction dissociation events amongst all in part by the National Science Foundation, contract numbers PHY82-

. . . . 05900, PHY85-11584, and PHY88-10221; the University of lllinois at
diffractive events is assumed to he= 0.3 instead of 0.2. Chicago by NSF contract PHY88-11164; and the University of Washington

— In the regionlt’ < 05 GeV, the ?/ distributions exhibit  py NSF contract numbers PHY83-13347 and PHY86-13003. The University
an exponential dependence, with a slope paraniteter of Washington was also supported by the U.S. Department of Energy. The
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Table 10. Average values of9?, v, W, = and ¢ for the different bins in log @%/GeV?) or v. The average of a quantity was determined agv) =
fUO'diff - dvdQ?/ fo'diff - dvdQ?, whereog; f ¢ Was parametrized according to (23) with = 2.51 andR(Q?) from (35). The last but one column

contains the number of events in the diffractiy® sample for the respectiv@? or v interval. The relative systematic error d?fzp due to kinematics
dependent uncertainties is listed in the last column. These errors were calculated from the errors given in [43], averaging over the respective kinematic

range

range in Q% (v) (W) (x) {e) no.of AF)/F}
log (Q%GeV?) (GeV?) (GeV) (GeV) o0 events  (syst.) (%)
-0.82, -0.75 0.16 224 20.0 0.0005 0.764 130
-0.75, -0.50 0.24 197 18.5 0.0010 0.809 1020 19.3
-0.50, -0.25 0.43 190 18.1 0.0019 0.819 1544 6.3
-0.25, 0.00 0.76 189 18.0 0.0034 0.822 1221 5.1
0.00, 0.25 1.33 187 17.9 0.0060 0.824 599 3.5
0.25, 0.50 2.36 185 17.8 0.0108 0.828 250 3.4
0.50, 0.75 4.18 184 17.7 0.0192 0.831 124 3.3
0.75, 1.00 7.41 182 17.5 0.0345 0.834 44 3.2
1.00, 1.25 13.2 180 17.2 0.0617 0.836 11 3.6
-0.82, —0.50 0.23 201 18.7 0.0010 0.802 1150 19.3
-0.50, 0.00 0.59 189 18.1 0.0026 0.820 2765 5.7
0.00, 0.50 1.76 186 17.9 0.0080 0.826 849 35
0.50, 1.00 5.39 183 17.6 0.0249 0.832 168 3.3
-0.82, 1.00 1.40 190 18.1 0.0064 0.819 4932 13.7
range in

v (GeV)

20 - 90 1.48 56 10.1 0.0162 0.990 2018 26.2
90 - 150 1.44 120 14.9 0.0065 0.952 1170 15.0
150 - 250 1.39 199 19.3 0.0038 0.845 1115 5.0
250 - 420 1.31 311 24.1 0.0023 0.598 629 7.4

Table 11. Results of fits of the expressiafo /dt’ = Ae to the experimentat’ distributions and of the expressiatv/dpi = Ce*d"’i to the
experimentalni distributions. The values in the columns labelled as SD and SD + DD are obtained from the distributions, which exclude or include the
full contribution from double-diffraction dissociation. The¢ per degree of freedom is given in brackets

range in t’ range SD SD + DD pi range SD SD + DD

log (Q%GeV?) (GeV?) b (GeV—?) b (GeV—23) (GeV?) d (GeV—3?) d (GeV—?3)
-0.82, -0.50 00-05 83%04 (22) 75+04 (26) 00-05 8HO05 (21) 7.7£04 (25
—-0.50, -0.25 00-05 704 (11) 69403 (12) 00-05 7.804 (10) 7303 (1.7)
—-0.25, 0.00 00-05 6504 (27 59+04 (25) 0.0-05 6.6:0.4 (2.7) 6.0£03 (2.1)
0.00, 0.50 00-05 6.#05 (05 58+04 (06) 0.0-05 6.2205 (0.7) 6.4+04 (0.8)
0.50, 1.25 00-05 6813 (09 59+12 (09 00-05 69417 (1.0) 68t+16 (1.0)

alllog (Q%GeV?) 0.0-05 7.0+£02 (3.8) 63+02 (43) 00-05 7102 (3.7) 67£02 (47)
all log (Q%/GeV?) 0.05-05 6.4+02 (21) 58+02 (22) 005-05 6603 (28) 62+02 (3.3)
alllog (Q%GeV?) 0.0-1.0 65£02 (3.3) 58+01 (42) 00-10 6202 (25 62+£02 (3.8)

Table 12. Spin density matrix elements as determined from fits of the expressions (29), (30), and (31) to the experimental disttutistise weighted
average f elroy, - dvdQ?/ f Iroy, - dvdQ?), whereo, was parametrized according to (23) with = 2.51 and R(Q?) from (35).

range in (€)2 7‘83 r%_l 7"(1)4_1 [m(rf_l)
log (Q2/Ge\?)

-0.82, -0.50 0.91 0.182 0.027 0.3604+ 0.023 —0.001+ 0.027 Q002+ 0.096
—-0.50, -0.25 0.93 0.27%£ 0.025 0.340+ 0.021 —0.024+ 0.024 0.003+ 0.092
—-0.25, 0.00 0.93 0.38% 0.032 0.270f 0.026 —0.0304+ 0.026 0.003+ 0.108
0.00, 0.50 0.93 0.422 0.039 0.203+ 0.033 —0.028+0.034 —0.141+0.130
0.50, 1.00 0.93 0.67Z 0.086 0.1514 0.087 0.055+ 0.071 0.339+ 0.312
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