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Abstract

Pion Production in 4.5 GeV Au + Au Collisions from the STAR

Fixed-Target Pilot Run

The RHIC Beam Energy Scan (BES) Program was proposed to look for the turn-off of

signatures of the quark gluon plasma (QGP), search for a possible QCD critical point,

and study the nature of the phase transition between hadronic and partonic matter. The

first phase of the BES program (BES-I) took place from 2010-2016. Several interesting

observables studied in BES-I, including the net-proton higher moments and the directed

flow of protons, show interesting behavior below 20 GeV and could suggest a transition to

a hadron dominated regime. Data from energies lower than 7 GeV could help determine

whether these behaviors are indicative of phase transitions or criticality. The goal of the

STAR Fixed-Target (FXT) Program is to extend the collision energy range in BES-II

to lower energies than is feasible with colliding beams. In order for this program to

be approved, it was necessary to demonstrate that STAR could successfully perform

measurements in a fixed-target geometry.

In this dissertation we present results from the fixed-target pilot run data set collected

in 2015 with the STAR detector. The pilot run consisted of 4.5 GeV per nucleon center-

of-mass energy Au + Au collisions. The π− spectra and rapidity density are measured

from the top 5% most central collisions and found to be comparable to previous results

at similar energies from the AGS experiments. Additionally the 4π yield is extracted and

found to be 153 ± 15 (stat) ± 29 (sys). Together, these and additional results measured

by other analyzers from multiple institutions in STAR, demonstrated that STAR can

successfully reproduce many physics results from the AGS experiments. This helped

convince the Brookhaven Program Advisory Committee (PAC) to include an official FXT

xiii



program in BES-II, to be conducted in 2019-2021. Specifically, the PAC approved the

collection of 100 million events each taken at eight different energies with STAR operating

in the fixed-target configuration. This will extend BES-II to center-of-mass energies as

low as 3.0 GeV per nucleon, nearly doubling the µB reach of the BES program and thus

broadening our search for interesting transition features in the phase diagram.
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Chapter 1

Introduction

1.1 Extreme Matter

Since at least the 1960s, scientists have speculated as to the nature of hadronic matter at

extreme temperatures and the possibility of matter with new degrees of freedom existing

at high temperatures [6]. In 1973 and 1974, David J. Gross, H. David Politzer, and Frank

Wilczek made their Nobel-prize-winning discovery of asymptotic freedom [7–10], in which

they realized that at high energies the interaction between quarks becomes weaker, while

at low energies it becomes stronger, causing quarks to be “confined” within a hadron. In

1975 Nicola Cabibbo and Giorgio Parisi published a paper [11] with one of the earliest

outlines of a nuclear matter phase diagram, shown in Figure 1.1. This diagram depicts a

Figure 1.1: Early sketch of a nuclear matter phase diagram, plotted as a function of the
baryonic number density and temperature.

state of confined quarks at lower baryonic number densities and temperatures (phase I)

1



and a state of deconfined quarks at high baryonic number densities and temperatures

(phase II).

As theorists made progress in unraveling the mysteries of the strong force, experimen-

talists started designing experiments to search for such a deconfined state of matter. A

heavy-ion program, involving seven experiments at the Super-Proton-Synchrotron (SPS)

collider at CERN, was started in 1994 with the purpose of colliding heavy ions at high

enough energies to create the extreme energy densities necessary for quarks to become

deconfined. In 2000, CERN announced that compelling evidence of a new state of matter

that consists of deconfined quarks had been observed [12]. An overview of the results

of the CERN SPS heavy-ion program by two theorists from CERN’s theoretical physics

division concluded that scientists “...now have compelling evidence that a new state of

matter has indeed been created... The new state of matter found in heavy ion collisions

at the SPS features many of the characteristics of the theoretically predicted quark-gluon

plasma” [13].

However, while there was general agreement that evidence pointed to a new state of

“quark matter” at the SPS, there was some debate as to whether this new state of matter

was the predicted quark-gluon plasma (QGP). The same year that CERN published its

press release, four independent experiments at the Relativistic Heavy-Ion Collider at

Brookhaven National Laboratory (BNL) in New York, had their first data-taking runs.

While the SPS has a top energy of
√
sNN = 17 GeV for lead ions, RHIC has a top

energy of
√
sNN = 200 GeV for gold ions, making it a “quark-gluon plasma factory”. In

2005 Brookhaven National Lab released a report with results from the four experiments,

PHOBOS, STAR, PHENIX and BRAHMS, after the first three years of RHIC running.

This report confirmed the observation of a quark-gluon plasma, although one with different

properties than what had been expected [14]. According to the report, the QGP observed

was more strongly coupled than expected and behaved like a nearly “perfect” liquid. In

2010, data-taking began for the heavy-ion program at the newly constructed Large Hadron

Collider (LHC) at CERN. The LHC first collided lead ions at
√
sNN = 2.76 TeV. Despite

the much higher energy, initial results agreed with the RHIC experiments’ characterization
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of the new state of matter as a strongly-coupled, “perfect” fluid. It was reported that “In

total, the medium formed at the LHC appears to be qualitatively similar to that measured

at lower energies” [15].

Listing all the evidence for the existence of a QGP at the aforementioned collision

energies is outside the scope of this dissertation, but one piece of evidence, the agreement

between the identified particle elliptic flow and hydrodynamic predictions, will be dis-

cussed as an example. If a thermalized QGP is created, it will undergo collective motion,

called “flow”, before the partons hadronize. In particular, in non-central heavy-ion colli-

sions strong pressure gradients are formed in the early stages of the collision that create

an azimuthal spatial anisotropy. This spatial anisotropy gets translated into a momentum

anisotropy as the system expands. The azimuthal distribution of particles can be written

as a Fourier expansion [16]:

E
d3N

dp3
=

1

2π

d2N

pTdpTdy

(
1 + 2

∞∑
n=1

vncos[n(φ−ΨRP )]

)
(1.1)

where the coefficients, vn, correspond to different components of flow. ΨRP is the reaction

plane, which is defined by the impact parameter and the beam direction (z-axis). Since the

impact parameter, and therefore the true reaction plane, cannot be measured, the angle

φ is measured relative to an estimate of the reaction plane, called the “event plane”. The

sine terms vanish since φ is symmetric with respect to the reaction plane. The second

order coefficient in this expansion, v2, is referred to as “elliptic flow”.

Figure 1.2 shows the elliptic flow as a function of transverse momentum, pT , for dif-

ferent species, measured by both STAR and PHENIX [17]. Dashed lines that represent

the hydrodynamic predictions for different particle species are also illustrated. For pT

between 1-2 GeV/c, the momentum dependence of the elliptic flow for all the plotted par-

ticle species agrees with the hydrodynamic predictions, a signature of the QGP. This was

the first time this agreement was observed. This behavior was not seen at SPS energies.

The hydrodynamic equations assume a perfect fluid and include the equation of state for

the QGP. At higher pT the agreement between data and the hydrodynamic predictions

breaks down, since equilibrium is not fully maintained at these high momenta [18].
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Figure 1.2: Elliptic flow as a function of transverse momentum for several particle species
measured byt PHENIX and STAR. The lines are hydrodynamic predictions. Below ≈1-2
GeV/c, the predictions agree with the data, indicating the formation of a strongly-coupled
quark-gluon plasma in the heavy-ion collisions.

1.2 The RHIC Beam Energy Scan Program

The extremely high energies at the LHC and the
√
sNN = 200 GeV top energy at RHIC

enable scientists to create the high temperature systems necessary to study the properties

of the QGP. It is understood at these energies that as the QGP cools, it transitions to

a hadron gas through a crossover transition [19] at approximately Tc = 155 MeV [20].

A crossover transition means there are no discontinuities in the thermodynamic state

variables such as temperature or entropy, or their derivatives. It is postulated that at

lower energies, the phase transition is first order, implying a discontinuity in one or more

of the state variables. If there is a first order phase transition, the existence of a critical

point connecting the two types of phase transitions is implied [21–23]. At a critical
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point, there is no longer any way to distinguish between the two phases. This is also the

case for the critical point of the water phase diagram where there is no longer a way to

distinguish between the liquid and gas phases. Additionally, a first order phase transition

implies the existence of a mixed-phase region where the QGP and dense hadronic matter

coexist. By tuning the heavy-ion beams to collide at different center-of-mass energies,

scientists can probe different regions of (µB, T) of the QCD phase diagram, shown in

Figure 1.3. The baryon chemical potential, µB, is a measure of the imbalance between

Figure 1.3: A schematic of the QCD phase diagram plotted using the coordinates of
temperature and baryon chemical potential (µB). The LHC and top RHIC energies probe
the high temperature, µB ≈ 0 region of the phase diagram where behavior consistent with
the expected crossover transition is observed. The energy reach of the two phases of the
RHIC BES program and their FXT extension is shown. No numbers are included on the
axes to emphasize that the locations and existence of a critical point and first order phase
transition have yet to be determined.

anti-matter and matter. A µB value of zero indicates a perfect balance, and a positive

value indicates more matter than anti-matter. Fortunately, in addition to its high energy

reach, the RHIC collider is able to collide heavy-ions at multiple energies, including as low

as
√
sNN = 7.7 GeV. This energy range allows RHIC to run a complementary program to

the LHC called the Beam Energy Scan (BES). The LHC collides ions at higher energies
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than RHIC and is therefore better equipped to create hotter quark-gluon plasmas as well

as study higher-momenta phenomena. However, the LHC collision energies, as well as

the top energy of RHIC, only probe the region of the phase diagram where µB is close to

zero. On the other hand, by colliding ions at energies as low as
√
sNN = 7.7 GeV, RHIC

is best equipped to probe higher µB regions of the QCD phase diagram. This energy

range allows RHIC to reach µB values up to 400 MeV, enabling scientists to search for

phase diagram features such as the first order phase transition and critical point discussed

above. Thus in 2010, RHIC physicists set out to map the properties of the QCD phase

diagram by initiating a Beam Energy Scan program which systematically collided gold

ions at a series of energies, from 62.4 GeV to 7.7 GeV.

The first phase of the Beam Energy Scan Program (BES-I) ran from 2010-2014, and

included center-of-mass collision energies per nucleon of 62.4, 39, 27, 19.6, 14.5, 11.5, and

7.7 GeV. Interesting behavior in the energy dependence of several observables was mea-

sured, including an enhancement at 7.7 GeV in the kurtosis of the net-proton multiplicity

distributions [24, 25]. The kurtosis is the fourth moment of a probability distribution. In

particular, the kurtosis of the net-baryon distribution is proportional to a high power of

the correlation length [22]. At a critical point, the correlation length, and thus the net-

baryon kurtosis, diverges. However, since it is too challenging to measure the number of

neutrons produced in each heavy-ion collision, the kurtosis of the net-proton distribution,

the distribution of the number of protons in an event minus the number of anti-protons, is

used as a proxy for the net-baryon kurtosis. The peak in the net-proton kurtosis observed

in BES-I is consistent with the predictions for critical behavior [26]. However, the uncer-

tainties are relatively large, and need to be reduced before a conclusive statement can be

made. Additionally, the directed flow of net protons shows a transition from positive to

negative flow [27], which is consistent with a softening of the equation of state expected

in the spinodal region created by a first order phase transition. The directed flow, v1, is

the first order coefficient of equation 1.1.

Furthermore, when searching for the turning off of QGP signatures, hints of decon-

finement remain down to at least 7.7 GeV. Figure 1.4 shows the elliptic flow as a function
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of transverse mass, both scaled by the number of constituent quarks[28]. Notice that in

Figure 1.2, for pT . 2 GeV clear mass ordering is observed. Additionally, for pT & 2 GeV,

mesons separate from the baryons. On the other hand, Figure 1.4 shows that after scal-

ing v2 by the number of constituent quarks, the v2 values for the different particle species

collapse to the same curve. This indicates that the elliptic flow was formed during a stage

where the fluid had partonic degrees of freedom, indicative of the formation of a quark-

gluon plasma. The fact this scaling can be seen at energies as low as
√
sNN = 7.7 GeV

for most particles indicates that the QGP may still be formed even at this energy.

Figure 1.4

These and other findings motivate a second Beam Energy Scan (BES-II) with in-

creased statistics to clarify the physics messages of the observables. This second phase

is already planned for 2019-2021 and included in the official 2018 Brookhaven National

Laboratory Program Advisory Committee (PAC) report1. BES-II will focus on the lower

energy range from
√
sNN = 19.6 GeV down to

√
sNN = 3.0 GeV, with high-statistics

1https://drupal.star.bnl.gov/STAR/system/files/BNL%20PAC%202018%20Recommendations%20-

%20Final-1.pdf
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runs of 100-400 million events at each energy. Several STAR detector upgrades [29–32],

in combination with electron beam cooling to achieve higher luminosities [33], will lead

to greatly improved statistics, particle identification (PID) capabilities, and acceptance

reach. To properly understand if the net-proton kurtosis behavior observed is consistent

with critical behavior, and to confirm turn-off of the QGP with or without a first order

phase transition, it is essential to study systems below 7.7 GeV with ample statistics. It

is not practical to run RHIC at energies below 7.7 GeV, well below the top energy for

which the RHIC design was optimized. At energies lower than 7.7 GeV the RHIC mag-

nets cannot sufficiently focus the beams to make data taking practical. At these lower

energies, the Coulomb repulsion between the positive ions causes the beam spot to spread

out over time, greatly reducing the luminosity of the beams. Therefore, the UC Davis

group, led by Daniel Cebra, developed a fixed-target (FXT) program, where one beam is

steered into an internal target that is inserted into the beam pipe, to extend the reach of

BES-II down to the center-of-mass energy of 3.0 GeV. This will almost double the BES-II

program’s reach in µB from approximately 400 MeV to about 720 MeV. Additionally, the

7.7 GeV energy will have runs in both collider mode and fixed-target mode. Having a

shared energy will provide an opportunity to cross-check acceptance corrections and other

systematics.

This dissertation will focus on an analysis of the first dedicated fixed-target test run

data which took place in 2015. This test run collided gold ions at
√
sNN = 4.5 GeV,

corresponding to a single-beam energy of EB = 9.8 GeV. Similar Au + Au collision

energies were studied during the heavy-ion program at the Alternating Gradient Syn-

chrotron (AGS) at BNL in the 1990s, with a top energy of
√
sNN = 4.9 GeV. In

addition, some of the AGS experiments recorded data at lower energies, including at
√
sNN = 4.3 GeV. The analysis in this dissertation is part of a larger effort with the

STAR 2015 FXT data to demonstrate the capabilities of the FXT program at STAR by

reproducing many of the key results from the AGS heavy-ion program, and where possible

extending those measurements.

For this dissertation, the rapidity density distribution of the negatively charged pi-
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ons was measured. Pions are the species most copiously produced at this energy. Other

STAR analyzers measured the rapidity density distributions of protons [34], kaons, and

lambdas [35]. By measuring the rapidity distributions of multiple particle species and

fitting them with thermal distributions, information about the longitudinal expansion

dynamics and baryonic stopping can be inferred [36]. Additionally, comparing the ratios

of the 4π particle yields for different species with thermal models can determine the µfo
B

and T fo parameters at chemical freezeout, when the produced hadrons no longer inter-

act through inelastic collisions. Knowing these parameters locates the collision system

on the QCD phase diagram at chemical freezeout [37]. Having good particle identifi-

cation capabilities and carefully measuring the contribution of different particle species

to the total yield is important in understanding the bulk properties of the medium pro-

duced in heavy-ion collisions. The AGS noted that the energy range of their experiments

(approximately
√
sNN = 2.7 to 4.3 GeV), compared to the Bevalac/SIS experiments (ap-

proximately
√
sNN = 2.0 to 2.4 GeV), represents a transition regime where the matter

created has evolved from a compressed gas of nucleons into a hadron gas (predominantly

pions). They noted studying pion production at these energies allows us to observe nu-

clear matter in transition [38]. Extending this rapidity density study to the energy range

covered by the STAR FXT program will allow us to observe nuclear matter transition

from a compressed hadron gas to a quark-gluon plasma, possibly through a first order

phase transition.

In the rest of this dissertation, I will introduce the RHIC facility and STAR detector,

discuss the fixed-target setup and the dataset collected during the 2015 test run, explain

the centrality selection, the raw yield extraction, the background subtraction, the detec-

tor acceptance and efficiency corrections, and finally the rapidity density extraction and

discussion of conclusions.
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Chapter 2

A Brief Introduction to STAR

2.1 RHIC: A World Class Facility

Brookhaven National Laboratory (BNL) in Upton, New York is home to the Relativistic

Heavy-Ion Collider (RHIC), one of the most impressive and versatile facilities for nuclear

physics research. Turning on in 2000, it was the first synchrotron capable of colliding

heavy ions, in this case Au + Au collisions, until a decade later when the Large Hadron

Collider (LHC) in Europe started colliding lead beams. A synchrotron is a type of particle

accelerator in which the changing electric and magnetic fields are synchronized to keep

the accelerated particle in a circular orbit.

RHIC consists of two rings in a 3.8 km circumference tunnel, making it the largest

operational collider in the U.S. and the second largest in the world at the time of this

dissertation. RHIC is designed to accelerate gold ions up to 100 GeV/nucleon, also

earning it the title of second-highest energy collider in the world. It is also the most

versatile collider in the world as it can collide several species of ions at a range of energies

and is the only collider in the world that can collide polarized protons, essential for proton

spin studies [39]. As of fiscal year 2016, over 1000 scientists, engineers and students use

the facility for their research [40].

This thesis takes advantage of RHIC’s versatility to study Au + Au fixed-target col-

lisions at
√
sNN = 4.5 GeV. In these collisions, a single gold beam is steered into an

internal gold target. Given that RHIC was constructed to meet performance design re-
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quirements of being able to accelerate gold ions up to 100 GeV/nucleon, it is not surprising

that collisions below
√
sNN = 10 GeV have tested the limits of the collider design. Test

data-taking runs during the Beam Energy Scan (BES-I) Program demonstrated that the

luminosity of the beam drops dramatically with the beam energy and that the low lumi-

nosity at energies below
√
sNN = 7.7 GeV make it impossible to take data on a practical

time scale [41]. As beam energy decreases, it becomes more difficult for the magnets to

focus the beam since the Coulomb repulsion between the positive ions within the beam

increases the beam spread. By conducting fixed-target collisions with a single beam on

an internal target, we can circumvent this luminosity challenge and access energies as low

as
√
sNN = 3.0 GeV with statistics expected to be comparable to those of the collider

runs in BES-II [35].

Before describing the experimental setup in fixed-target mode of operations, I will

first describe how the incident gold beam is obtained. The RHIC injector chain for Au

ions consists of several accelerators connected by beam transfer lines. For the first decade

of RHIC running, negative ions (including gold) were produced by a cesium sputter ion

source and accelerated in a Tandem Van De Graaff. This process was later replaced by an

Electron Beam Ion Source (EBIS). Since EBIS is the ion source of the beam in the 2015

Au + Au fixed-target run (part of Run 15), only the EBIS procedure will be discussed

here. For a discussion of the Tandem Van De Graaf procedure, see [42]. Figure 2.1 is a

schematic of the RHIC injector chain that shows both the path starting from the original

Tandem source as well as the current path originating from the EBIS source.

One method used at EBIS to produce ions is to feed gas into the trap region. Alter-

natively, multiple types of external sources can be used to produce ions [43]. An external

laser ion source (LION), commissioned in 2014, was used to produce the gold ions used

in Run 15 [44]. LION provides fast injection of Au1+ ions to EBIS which then acts as

a charge state multiplier. The output of EBIS is Au32+ ions accelerated into the radio-

frequency quadrupole (RFQ) with a kinetic energy of 17 keV per nucleon. The RFQ

further accelerates the Au32+ ions to a kinetic energy of 300 keV per nucleon and injects

them into the linac, which accelerates the Au32+ ions up to a kinetic energy of 2 MeV per
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nucleon before injecting them into the booster.

Figure 2.1: Schematic of the RHIC injector chain taken from [1].

The rest of the injection process will be summarized here, but a more detailed de-

scription can be found in reference [45]. In the booster the beam is further accelerated

up to 95 MeV per nucleon and a foil strips the Au ion down to just two electrons before

injection into the Alternating Gradient Synchrotron (AGS). The AGS further accelerates

the beam before it is sent down the transport line to RHIC. The last two electrons are

stripped at the exit of the AGS. The highest kinetic energy the AGS can inject into RHIC

is 8.86 GeV, which corresponds to a
√
sNN = 19.6 GeV in the collider mode of operation.

For collisions with this center-of-mass energy and below, RHIC simply acts as a storage

ring. For higher energies, RHIC acts as a synchrotron accelerator. RHIC itself consists of

two separate rings that intersect at interaction points inside the four experimental halls.

The two ring design allows collisions between different species of ions. At the time of this

dissertation, the Solenoidal Tracker at RHIC (STAR) experiment is the only operational

experiment at RHIC.

2.2 The STAR Detector

2.2.1 A Brief Overview of the STAR Detector

The Solenoidal Tracker at RHIC (STAR) detector, shown in Figure 2.2, is a three-story

configuration of detectors that is dynamically evolving to meet the physics goals of the

collaboration. Over the years, many sub-detectors have been added and removed, or
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Figure 2.2: Photograph of the author and her advisor in front of the STAR detector.

.

Figure 2.3: Diagram of the STAR detector and a selection of subsystems [2].

.

upgraded. However, the heart of STAR is clearly the Time Projection Chamber (TPC)

which is used for particle identification (PID) and tracking. The TPC will be discussed in

its own subsection. The diagram in Figure 2.3 shows many of the sub-detectors of STAR

that were present during run 15. In this subsection I will give a brief overview of the
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subsystems present during this run. Then in the following subsections, I will describe in

more detail the subsystems central to the analysis presented in this dissertation.

The beam pipe runs through the center of STAR, which is built radially around it.

For runs 14-16 a silicon tracking detector, the Heavy-Flavor Tracker (HFT), was in-

stalled between the beam pipe and the TPC. The HFT was designed primarily for the
√
sNN = 200 GeV energy runs, so it will not be discussed in detail in this dissertation.

Its purpose was to more accurately reconstruct decay vertices of heavy-quark hadrons as

well as improve tracking resolution in the high track density region. At the time of the

writing of this dissertation, the HFT has the best pointing resolution of any tracker in

the world, over a broad momentum range [46].

The Time-of-Flight (TOF) detector is the first detector outside of the TPC and is

mounted on the TPC’s outer field cage. It is also used for particle identification, and,

in conjunction with the Vertex Position Detector (VPD), can be used to trigger on an

event. The TOF and VPD will be discussed in more detail below. Outside the TOF is the

Barrel Electromagnetic Calorimeter (BEMC) which measures the electromagnetic energy

deposited by each heavy-ion collision. It was primarily designed “...to trigger on and study

rare, high pT processes (jets, leading hadrons, direct photons, heavy quarks) and provide

large acceptance for photons, electrons, π0 and η mesons... Other applications include

general event characterization in heavy-ion collisions including ultraperipheral collisions

[47].” The BEMC was not used in our analysis thus further details are outside the scope

of this dissertation.

All of the aforementioned detectors fit within the 7.32 m diameter solenoidal magnet.

The magnet is a room temperature magnet and is 7.25 m long, providing a uniform

field of 0.5 Tesla along the z-axis (the beam axis). The magnetic field has a uniformity

of better than 1000 ppm over its fiducial volume [48]. Measuring the curvature of the

particle path in the magnetic field allows the rigidity (p/q where p is momentum and q

is charge) of the particle to be determined. This information is then used in conjunction

with measurements from other detectors for particle identification.

Finally, the muon telescope detector (MTD) is mounted on the 30 backlegs of the
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magnet, which are bars outside the coil that provide a return flux path for the magnetic

field. The MTD is the outermost detector since muons can penetrate the most material

(aside from neutrinos) and the dense backlegs help absorb the background particles which

are less piercing. The purpose of the MTD is to reconstruct quarkonium states with better

resolution using the dimuon channel, which is much cleaner than the previously used

dielectron channel [49]. The muon detector was not included as a data-taking detector in

the 2015 run and will also not be further discussed in this dissertation.

2.3 The STAR Time Projection Chamber

2.3.1 The TPC: How it works

In this section I will give a brief description of how the TPC works. More details can be

found in reference [3]. As noted above, the TPC is the heart of STAR and the primary

detector used for particle identification. It is composed of a large volume of P10 gas (90%

argon, 10% methane) housed in between two cylinders which are part of the inner and

outer field cage, as shown in Figure 2.4. The inner field cage is about 50 cm from the

center of the beam pipe and the outer field cage is about 200 cm from the center of the

Figure 2.4: Diagram of the STAR detector and a selection of subsystems (from reference
[3]).

.
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beam pipe. The TPC spans from z = -210 cm to z = +210 cm. The gas is held slightly

above atmospheric pressure to prevent contamination in case of a leak.

This gas volume or “drift volume” is inside a strong electric field of about 28 kV

oriented along the z-axis. The TPC is divided into two halves by the negatively-charged

cathode central membrane. When charged particles produced in the heavy-ion collisions

traverse the TPC, they ionize the gas. This results in ionization “clusters” of electrons

which drift toward the positive anodes at each end of the TPC, while the positive ions

drift toward the cathode in the center.

Each end of the TPC is divided into twelve trapezoidal sectors. Each sector consists

of a gating grid, a multi-wire proportional chamber (MWPC) and pad planes, as shown

in Figure 2.5. Readout electronics are on the back of the pad planes. Electrons drift

toward the strong fields of the anodes which cause them to avalanche, amplifying their

signal. The corresponding image charge formed on the pad planes are then read out as

a signal of the ionization energy lost by the initial charged particle that ionized the gas.

The pad plane signals also give the x and y coordinates of the ionization clusters (where

Figure 2.5: Diagram of the side view of one of the outer sectors. (From [3]).

.

z is along the beam axis). The track reconstruction software uses this information when

fitting clusters with helices to obtain particle tracks. The gating grid is a wire plane that

“opens” and “closes” so that electrons can only drift through to the anodes during data

collection (when a trigger has fired on an event). It also prevents positive ions produced

during the avalanche from drifting back into the TPC and disrupting the uniform electric
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field.

Figure 2.6 shows a diagram of one full trapezoidal pad plane. Each pad plane has an

inner sector and an outer sector. The inner sector has 13 pad rows spaced about 52 mm

apart to fit each pad’s readout electronics on the back of the plane. The outer sector has

an additional 32 pad rows that are hermetic. For BES-II in 2019, the iTPC, an upgrade

to the inner sectors of the TPC, will be installed [30]. Since readout electronics are much

smaller than they were two decades ago, the inner pad rows will be able to be hermetic,

providing 40 pad rows for each inner sector instead of just 13.

Figure 2.6: Diagram of the side view of one of the outer sectors. Figure taken from [3].

.

The spatial location of the pad plane hits help determine the x and y coordinates of

the ionization clusters, but to obtain the z coordinate, more information is needed. The

drift time it takes the clusters to drift to the pad plane from the known collision time,

together with the drift velocity of the gas, are used to determine the z coordinate. The

drift velocity of the gas in the TPC is typically 5.45 cm/µs. The methane molecules in

the TPC gas have additional degrees of freedom relative to the argon, allowing them to

absorb some of the kinetic energy of the drifting electrons. By absorbing some of their

energy, the methane molecules act like brakes on the electrons, helping keep their drift

velocity approximately constant. Every few hours during data taking, lasers that are

located at fixed, known positions around the TPC are turned on and used to calibrate
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the drift velocity. Since the location and timing of the lasers are known, and the time

the resulting clusters reach the pad planes can be measured, the drift velocity can be

calculated. Laser triggers in the data acquisition (DAQ) system are added to record these

events which are not of general physics interest, but purely for calibration purposes.

2.3.2 The TPC: Particle Identification

Since charged particles are known to travel in a helical path when in a magnetic field, the

track reconstruction algorithm fits a set of the ionization clusters or “hits” with helices,

resulting in a collection of “global tracks”. The vertexing algorithm then identifies possible

collision vertices and the track reconstruction algorithm performs a refitting procedure

to refit the global tracks to include a vertex point. The resulting tracks are referred to

as “primary tracks” since they are now associated with a primary vertex. Generally the

collection of global tracks is larger than the collection of primary tracks. The curvature of

a given track and the known magnetic field is used to determine the rigidity of the track,

R = p/q, where p is the momentum and q is the charge. The direction of curvature gives

the sign of the charge. When saving this information in the data files used for analysis,

the charge of the track is assumed to be either +1 or −1 (in units of e), and p = R.

Obviously for Z > 1 particles, like alphas and helions (3He), this underestimates their

true value of p by the factor q. The best relative momentum resolution is about 2% for

pions [3].

Once the momentum of a particle is measured, all that is needed to identify the particle

is knowledge of its energy loss as it travels through the detector material. The Bethe-

Bloche equation relates the mean energy loss of a charged particle per distance it traveled

through matter, 〈dE/dx〉, to its velocity:

−

〈
dE

dx

〉
=

4π

mec2
nz2

β2

(
e2

4πε0

)2[
ln

(
2mec

2β2

I(1− β2)

)
− β2

]
(2.1)

where me is the mass of the electron, c is the speed of light, β = v/c, z is the charge of

the incident particle, e is the charge of the electron, ε0 is the electric constant, I is the

mean excitation and ionization potential of the material, and n is the electron density of
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the material. The latter is given by:

n =
NAZρ

AMµ

(2.2)

where NA is Avogadro’s constant, Z is the atomic number of the material, ρ is the density

of the material, A is the atomic mass of the material, and Mµ is the molar mass constant.

Since β = p/γmc, if the momentum and dE/dx are measured, the mass of the particle

can be identified.

However, there are multiple possible choices of values that could be used as 〈dE/dx〉.

Experimentally, each track in the STAR data files used for analyses is assigned a single

ionization energy loss value, dE/dx, although each individual hit in a track has its own

dE/dx measurement. The probability distribution of the ionization produced by one

track, called the “straggling function”, is a Landau distribution with a long tail toward

high dE/dx values. Thus, if the mean dE/dx were used to characterize each track, it

could be heavily biased by a very high dE/dx measurement for one of its hits. Therefore

in STAR, typically one of two methods are used instead. Prior to run 14, the truncated

70% value was the default dE/dx value stored in the “MuDst” data files. In this case,

the highest 30% of the dE/dx distribution for each track was discarded before taking the

mean. This revised mean would be the default stored 〈dE/dx〉 value of the track. For run

14 and later, the default dE/dx value stored became the “most probable” value, which is

the most probable value from a maximum likelihood fit.1 This is the default dE/dx. Use

of the most probable dE/dx was motivated by an instability in the truncated mean value

seen in high luminosity events (specifically
√
sNN = 500 GeV proton-proton collisions).

The truncated method is used in this research since there is less pileup in Au + Au
√
sNN = 4.5 GeV collisions, and to be consistent with previous spectra analyses from

STAR. It is also expected that differences between the two methods will not contribute to

the biggest sources of systematic uncertainty for this data set. Additionally, Hans Bichsel

determined a more accurate parameterization of the energy loss per track segment length,

referred to as “Bichsel curves” [50]. These curves have a different shape as a function of

1For more information for STAR analyzers, see Yuri Fisyak’s talk

https://drupal.star.bnl.gov/STAR/system/files/bug2465.pdf
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the βγ of the track, as well as a different dependence on the track segment length, than

the Bethe-Bloch curves [51]. The STAR values used for the most probable mean and for

the 70%- truncated mean defined above, are based on Bichsel functions as opposed to

Bethe-Bloch functions. An example of the Bichsel curves plotted on top of STAR data is

shown in Figure 2.7. The dE/dx resolution of a track that crosses 40 pad rows is 8% [3].

Figure 2.7: Bichsel curves (solid lines) are plotted on top of the STAR data. The jagged
shape of the curves is an artificial effect due to the maximum limit on the number of
points used by the drawing software to draw the function. The data is broader than the
curves due to the resolution limits of the detector.

.

2.4 The STAR Time-of-Flight Detector

The TOF detector is used for particle identification like the TPC, but uses track timing

information instead of energy loss to identify mass. A more complete discussion of the

TOF design can be found in reference [4]. The VPD is part of the TOF system and

measures the “start time” of the collision. In fixed-target collisions the VPD plays a
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different role and will be discussed further in the next chapter. The TOF trays mounted

outside the TPC measure the “stop time” of the track. There are 120 trays in total, 60

on each side of the central membrane, completely covering the TPC in azimuth. The

span in pseudorapidity is -1 < η < 1. One TOF tray contains 32 Multi-gap Resistive

Plate Chamber (MRPC) modules. Figure 2.8 is a diagram of one such module. It is

made of a stack of glass resistive plates with freon gas gaps in between them. A high

voltage is applied across the outermost plates. A charged particle passing through a

module generates avalanches in the gas gaps. The corresponding signal is the sum of all

the avalanches in these gaps. This design gives the total time of flight, ∆t = tstop − tstart,

a resolution of approximately 100 ps.

Figure 2.8: Two side views of the structure of an MRPC module. The two views are not
shown at the same scale. Figure taken from [4].

.

An algorithm matches hits in the TOF pads to tracks in the TPC. Knowing the particle

path length, L, (using information from the TPC and extrapolating to the TOF and the

primary vertex) and knowing its time of flight, the particle velocity can then be calculated
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by:

β =
L

c∆t
(2.3)

Then, since β = p/E and E =
√
p2 +m2, we can relate the particle mass to its velocity

in terms of measured quantities by:

m2 = p2

(
1

β2
− 1

)
. (2.4)

Figure 2.9: The inverse velocity, 1/β, calculated using the time-of-flight, as a function of
momentum. The bands correspond to particles of different mass and charge.

.

Figure 2.9 shows the 1/β value of a track as a function of its momentum × charge

(where the magnitude of the charge is assumed to be unity). The inverse velocity as a

function of momentum is used to identify particles with the TOF, since different 1/β

bands correspond to different masses and therefore different particle species. Comparing

Figures 2.9 and 2.7 reveals that the bands, and thus the particle species, are better

separated by the TOF than by the TPC for a given momentum. Therefore it is often

easier to distinguish the particle species using the TOF. Additionally, the species remain

separated out to a higher momentum in the TOF, one of the initial motivations for

constructing the detector. However, the TPC has the lower reach in momentum. This
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allows for better extrapolation of the particle yields to the low momentum regime where

the bulk of the yield lies.

This chapter sketched the capabilities of the RHIC facility and the STAR detector,

with a focus on how the TPC and TOF are used for particle identification. However,

for the analysis in this dissertation the STAR detector was used in a novel, fixed-target

configuration. This new configuration, along with the details of the data set collected for

this dissertation, are discussed in the following chapter.

23



Chapter 3

The First STAR Fixed-Target

Dedicated Test Run

The UC Davis group started analyzing fixed-target collisions with STAR using data from

the 2009-2011 collider runs. They focused on collisions between ions from the gold beam

halo and the aluminum beam pipe. These analyses were successful proof-of-principle stud-

ies to test the STAR detector acceptance and the reconstruction algorithm performance

for a fixed-target geometry, since both were optimized for “collider mode” [52]. In 2014,

a gold target was installed inside the beam pipe and another proof-of-principle study was

conducted. Simultaneously with the data from the Au + Au
√
sNN=14.5 GeV collider

run with two beams, data from fixed-target collisions between ions from the gold beam

halo and the target were also collected. These fixed-target collisions were Aulike + Au

collisions at
√
sNN = 3.9 GeV. The fixed-target data also indicated that the STAR detec-

tor works well in fixed-target mode and that the test run was successful [52]. However,

there were concerns that the projectile ions from the halo were not truly gold and that

the statistics of the fixed-target data set (about 5000 central collisions in about 3 weeks

of running) were low. To address both these concerns a “dedicated” fixed-target test run

was conducted in 2015.
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3.1 Experimental Setup

On Wednesday, May 20, 2015, STAR conducted its first “dedicated” fixed-target test run

during Run 15. In 2014 the fixed-target experiment operated in a parasitic mode, with

projectile ions from the beam halo colliding with the target during the usual beam-beam

data taking runs. For the 2015 four-hour test run, only one beam was injected into the

collider and intentionally steered into the top edge of the target. The target, shown in

Figure 3.1, is the same target used in the 2014 test run. The target is a 1 mm thick gold

foil that is about 1 cm high and 4 cm wide. It is a 4% target, meaning that an incident

gold ion has a 4% probability of interacting with the target.

Figure 3.1: Photo of the gold target
inserted inside the beam pipe. Inset:
photo of the gold target installed in its
aluminum support structure.

Figure 3.2: Schematic of the STAR experi-
ment configuration for the 2015 FXT test
run. The incident beam comes from the
right side of this diagram and is steered to
collide with the top edge of the target, loca-
ted at the edge of the TPC, 211 cm from
the center of the detector. The approximate
location of pseudo-rapidity |η| = 1.52 is
shown by the dashed red line.

The target was installed at the edge of the TPC at z = 211 cm from the center

of the detector (210 cm for Run 14), where the z-axis is parallel to the beam pipe. A

diagram illustrating STAR in fixed-target configuration for Run 15 is shown in Figure 3.2.

The projectile gold beam was coming from the West side (the right side of Figure 3.2).
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Therefore, positioning the target at the edge of the TPC allowed us to take advantage of

its full tracking volume. Unlike symmetric beam-beam collisions, in fixed-target collisions

mid-rapidity, defined as half of the beam rapidity, changes with projectile beam energy.

For
√
sNN = 4.5 GeV collisions, mid-rapidity in the lab frame is |ymid| = 1.52. The

dashed red line in Figure 3.2 illustrates the approximate location of |η| = 1.52. Thus

mid-rapidity pions either exit near the end of the barrel of the TPC or through the TPC

pad plane. Midrapidity protons and deuterons exit through the pad plane of the TPC

and have fewer than 45 hits in the pad plane. The acceptance for different species will

be further discussed in the QA section. The BBC, or Beam-Beam Counter detectors, are

also shown. These detectors are made of scintillator tiles and are used for triggering and

for event plane measurements for flow analyses [53, 54].

3.2 The Fixed-Target Trigger

The 2015 fixed-target test run lasted approximately four hours, with the bulk of the data

collected in the last half hour. In order to “fire”, or start a data collection interval,

the fixed-target trigger required a hit in the BBC East detector simultaneously with a

veto in the BBC West detector, along with a minimum TOF multiplicity. The minimum

TOF multiplicity cut was required because it was unclear how large the background

would be. Since the 2014 fixed-target test run had large background, there was concern

it would be impossible to distinguish between peripheral Au + Au events and lower

multiplicity background such as Aulike + Al events. We experimented with the choice of

TOF multiplicity cut for each run number, as can be seen in Table 3.1.

The first several runs were not used for physics analyses because the trigger was still

being synchronized with the RHIC clock. The six runs used for this analysis, along with

some useful details, are shown in Table 3.1. All runs except run 16140037 had only one

trigger, the fixed-target trigger mentioned above. Run 16140037 had both a fixed-target

trigger and a laser trigger. In this table “# of Vertices” is the number of vertices within 210

cm < Vz < 212 cm from fixed-target triggered events that had at least two primary tracks.

The last column is the trigger efficiency, (εtrig), defined as the ratio of the preceding two
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Run # # of Bunches TOF Mult Cut # of Triggers # of Vertices εtrig

16140033 1 130 89294 89240 99.94%

16140034 1 50 116629 108888 93.36%

16140035 1 200 4909 4908 99.98%

16140036 1 130 119238 119201 99.97%

16140037 6 160 603721* 603658 99.99%

16140038 6 130 414977 414796 99.96%

Total: - - 1348768 1340691 99.40%

Table 3.1: The number of bunches, the minimum TOF multiplicity cut, the total number
of triggers, the total number of vertices, the number of vertices that passed event & vertex
QA cuts, and the trigger efficiency for each run number.
*There were an additional 5,393 laser triggers during this run.

columns. It is evident from this table that there is much less background in the dedicated

fixed-target mode of operation than operating simultaneously with beam-beam collisions.

In the latter, it took three weeks to collect about 5000 central events, whereas in the

former, approximately one million, roughly top 30% central events were collected in just

half an hour. Because the background was relatively low, the TOF multiplicity trigger

requirement will be relaxed in future fixed-target runs. Already, in the 2018 fixed-target

run the minimum TOF multiplicity requirement was 5. This requirement resulted in

collecting roughly the top 70% central events. The high trigger efficiency seen in the 2015

run indicates that for dedicated fixed-target runs, statistics are limited by the DAQ rate

unlike beam-beam collisions where statistics are limited by luminosity. This demonstrates

a clear advantage to operating the collider in fixed-target mode as opposed to collider mode

at lower center-of-mass energies.

3.3 Data Production

There is a multi-step process to transform the raw detector readouts into data that can be

analyzed. The raw readouts from different detectors are combined into events by “event-

builders” and then stored in data acquisition or DAQ files. There can be petabytes of
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raw data just for one run year. These raw DAQ files are not used for analysis because

(1) they are not in human-readable form, (2) they contain a multitude of supplemental

information that is not relevant to the average individual analysis causing the file size to

be bloated, and (3) they are uncalibrated. To produce the standard file format for STAR

analyses -the MuDsts, or micro- data summary tapes - the DAQ files must be run through

the official STAR production chain, referred to as the BFC or Big Full Chain. This chain

is a long collection of code that applies the relevant information, including calibrations

and detector geometries, for the dataset in question. One of the chain options used in

the production of the 2015 fixed-target data was a database that had updated values for

the vertex-finder search range. When reconstructing data taken during collider mode,

the vertex-finder searches for vertices within a z-range of -200 cm to 200 cm. For the

fixed-target production this range was changed to 150 cm to 250 cm.

However, the MuDst file format has been around since 2002. Furthermore, the MuDsts

for one dataset can still be hundreds of terabytes and contain information that is no longer

relevant for most analyses. Since there was room for improvement, a new, more compact

data format, the PicoDst, was developed by the heavy-ion group at Lawrence Berkeley

National Laboratory1. The PicoDsts will replace the MuDsts in STAR official production

starting in 2018. At the time of my analysis this data format was still under development.

However, for the reasons stated above, it was still desirable to trim the MuDsts to a

more compact data format that would be easier to store locally and quicker to run over.

Thus Chris Flores, a UC Davis nuclear physics graduate student who graduated in 2017,

developed a file format referred to as the “DavisDsts”. At the time that this dissertation

was being written, this file format was used exclusively by the UC Davis group for speed

and convenience. The code used to produce the DavisDsts of the 2015 fixed-target data

from MuDsts can be found here: https://github.com/kcmeehan/DavisDstMaker.

It should be noted that various calibrations (such as the TPC space-charge and grid

leak corrections) as well as the vertex ranking algorithm and track reconstruction code

1For more information on picodsts see: http://rnc.lbl.gov/ xdong/SoftHadron/picoDst.html

and https://github.com/star-bnl/star-picoDst.
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were not optimized for the fixed-target configuration. In the fixed-target configuration

midrapidity tracks are longer and more forward than in the collider configuration. Future

fixed-target runs may benefit from optimizing the calibration and reconstruction codes

for the fixed-target configuration.

3.4 Quality Assurance and Analysis Cuts

3.4.1 Event Selection

I performed several quality assurance (QA) studies on this dataset to determine the anal-

ysis cuts. First, as mentioned above, only run numbers 16140033-16140038 were used.

Run 16140037 had some additional laser triggers, so a cut requiring the trigger ID to be

1 (the fixed-target trigger ID) was used. Additionally, built into the code that makes the

DavisDsts, there is a cut which removes events with no primary vertices. I will not show

all the plots used to do QA here, but just focus on select pertinent features. Figure 3.3

shows the effect of varying the TOF multiplicity requirement in the trigger for different

run numbers, as discussed in the previous section and Table 3.1.

Figure 3.3: The TOF multiplicity after event-level cuts. The different TOF cuts used in
the trigger for different run numbers result in the step-like structure on the left side of
the plot.
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3.4.2 Vertex Selection

Before going further, I will explain the STAR coordinate system. The z-coordinate is along

the beam direction and is positive in the “blue” beam direction. The “yellow” beam is

the projectile beam in the fixed-target configuration, so the direction of the projectile

beam is in the negative-z direction by STAR convention. The positive z-direction is in

the direction of the target. The positive and negative y-directions are simply up and

down, respectively. The positive and negative x-directions are outward from the collider

ring and toward the collider ring center, respectively. Since the fixed target is located at

z = 211 cm, the requirement 210 cm < Vz < 212 cm was placed on the z-coordinate of

primary vertices to select target vertices. The vertex distributions are shown in Figure

3.4.

Figure 3.4: The z-distribution of vertices (left) and the y vs. x vertex distribution (right).

Note that after applying a simple z-cut there is very little background. Another

variable that is commonly used in vertex selection is the number of TOF-matched tracks.

This is the number of tracks from the same vertex with at least one hit in the TOF. There

is usually a peak at the low end due to background. In this case, a minimum requirement

is made on the number of TOF-matched tracks in a vertex. However, in the case of this

analysis the simple z-cut already removed this peak, as seen in Figure 3.5. Therefore

no such additional cut was applied. This demonstrates that there is significantly less

background in a dedicated mode of running operations, than in a simulatenous mode of

fixed-target and beam-beam collisions such as in Run 14. Therefore, future dedicated
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Figure 3.5: The number of tracks from the same vertex with at least one hit in the TOF,
before a z-vertex cut (left) and after the condition 210 cm < Vz < 212 cm is applied
(right). Note a simple cut on the z-location of the vertices removes the peak at low
numbers of TOF matches.

fixed-target runs can significantly loosen the TOF multiplicity cut used in the trigger.

This cut was placed out of concern it would be difficult to distinguish between peripheral

Au + Au events and Au + Al beam pipe background events.

This analysis also required that vertices have a vertex index of 0. This cut is only

necessary if the time-of-flight information is being used. A typical event (or trigger) has

multiple vertices which are sorted by the vertex ranking algorithm “..such that the highest-

rank vertex is the best match for the primary interaction point” [55]. Each vertex within

an event is assigned a unique index directly related to its ranking. Index-0 vertices are

the vertices likely to be the most interesting collision in the event. However, it should be

noted that the vertex-ranking algorithm was not optimized for a fixed-target configuration

at the time of this dissertation, and not all vertices that fell within the range of the target

(210 cm < Vz < 212 cm) were index-0 vertices. In this case, for some events a higher index

vertex, such as the index-1 vertex might actually be the collision of interest. Therefore,

in general it is better to keep these interesting vertices and not apply a vertex index cut.

However, this requirement is needed for analyses that use the time-of-flight informa-

tion. To determine the start time of the collision, the time-of-flight detector usually relies

on the two vertex position detectors (VPD). The VPD consists of two identical scintil-

lator detectors located symmetrically at z = +/- 5.7 m from the center of STAR [56].
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In collider mode, the two detectors could measure forward photons from π0 decays to

determine the z-position of the primary collision as well as its time relative to the RHIC

master clock [56]. However, one of the requirements of the fixed-target trigger is a veto in

the west BBC and VPD since the target is on the west side and thus particles produced

from fixed-target collisions are boosted in the eastern direction. Thus the VPDs cannot

be used to determine a start time in the time-of-flight system for fixed-target events.

Instead, a “startless” time-of-flight calibration must be applied in order to obtain useful

time-of-flight information for the produced particles. The “startless” method calculates a

start time using all pion-like tracks from the index-0 primary vertex. Thus, if the fixed-

target vertex of interest is the index-0 vertex of the event, the time-of-flight calibrations are

correct. However, if the fixed-target vertex happens to have been assigned a higher vertex

index for that event, the time-of-flight information for that vertex will be miscalibrated.

Figure 3.6: Mass-squared PID bands calculated using time-of-flight information from the
TOF and the matched track’s momentum and path length from the TPC. The plot on
the left includes vertex indices that have miscalibrated time-of-flight information causing
additional diagonal features to appear.

Figure 3.6 shows the mass-squared bands as a function of momentum. The plot on the

left includes all vertex indices that pass our z-cut, while the one on the right only includes

the index-0 vertices that pass the z-cut. The figure on the left has extra diagonal features

off the mass peak due to the miscalibration. This miscalibration is more visible in these
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mass-squared plots than in the 1/β plots usually used for PID. By requiring vertices to

be index-0 for my analysis, I removed collisions with incorrect TOF calibrations. This

cut removes 3.5% of the vertices that pass the fixed-target z-cut.

3.4.3 Track Selection

Before discussing the analysis cuts I applied explicitly, it is important to mention that

some track cuts are already applied to the primary tracks when producing the official

MuDsts. The primary tracks in the official MuDsts meet the following criteria:

1. nHitsdE/dx = 0 or nHitsdE/dx > 5

2. nHitsFitTPC, nHitsPosTPC > 10

3. nHitsFit, nHitsPoss > 11

4. gDCA <= 3

The first requirement is on the number of dE/dx hits a single track has. The second

is on the number of hits in the TPC used in the track fit and the total number of hits

in the TPC that could be associated with that track. The third requirement is similar

but includes the primary vertex as a “hit”, and the last is a requirement on the global

distance of closest approach. The gDCA used here is the magnitude of the vector between

the primary vertex and the point on the reconstructed global track that passes closest to

the vertex. The cut is not actually a strict cut like the other three: there are still tracks

with a gDCA > 3, but the number of these tracks is reduced by about three orders of

magnitude.

The standard track requirement that the ratio of the number of hits used in the track fit

(nHitsFit), to the number of possible hits that could have been used (nHitsPoss), must

be equal to or greater than 0.52 was used. This discriminates against short tracks in order

to cut out “split tracks”. These split tracks are sections of one track that were mistakenly

reconstructed by the tracking algorithm as two separate tracks. Unlike in collider mode,

in the fixed-target configuration most of the tracks cross the central membrane, so many

of these split tracks are split across the central membrane in this case.

I also cut tracks that had no hits with dE/dx information (nHitsdEdx = 0) since they

could not be used for PID with the TPC. This cut also removed tracks that appeared
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behind the gating grid and are not useful for analysis. The latter is a unique feature due

to the fact that the TPC physically extends to z = 210 cm and the target is located at

211 cm. Thus, tracks with a pseudorapidity close to zero appear behind the gating grid

and are read out by the pads. The last cut applies a strict gDCA > 3 cut.

One last feature to note is that QA studies revealed a dead TPC readout board(s) in

the innermost pad row of one of the sectors. This results in a “hole” of reduced acceptance

at forward pseudorapidities around φ = −0.5. This can be corrected for as part of the

acceptance × efficiency correction that is discussed in a later chapter.

The table below summarizes all the requirements and cuts used in my analysis.

Event Requirements Vertex Requirements Track Requirements

# of Primary Vertices > 0 210 cm ≤ Vz ≤ 212 cm nHitsdEdx > 5

Trigger Id == 1 Vertex Index == 0 nHitsFitTPC > 10

nHitsPossTPC > 10

nHitsFit, nHitsPoss > 11

nHitsFit/nHitsPoss ≥ 0.52

gDCA ≤ 3 cm

Table 3.2: Summary table of analysis conditions. The track requirements listed include
both the implicit ones enforced during the production of the MuDsts as well as the explicit
ones I apply to the DavisDsts.
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Chapter 4

Centrality Selection

4.1 Introduction

Unlike p + p collisions, a single heavy-ion collision can have a varying number of nucleon

+ nucleon (binary) collisions, and a single nucleon or participant can undergo multiple

interactions within a collision. Peripheral collisions have fewer participants and fewer

binary collisions, resulting in a “fireball” of smaller size. Here the term fireball is used

to describe a region of hot, dense, compressed nuclear matter that may or may not have

undergone a phase transition into a QGP. Central collisions have close to the maximum

number of participants possible, and a larger number of binary collisions. Thus they can

create a larger “fireball”. By dividing collisions into centrality classes, we can make more

accurate comparisons and also study properties as a function of the system size.

Glauber models, named after their inventor and Nobel laureate Roy J. Glauber, use

Monte-Carlo simulations of many nucleus + nucleus collisions to obtain distributions of

the impact parameter (b), number of binary collisions (Ncoll), and number of participants

(Npart). The impact parameter is the distance between the centers of two colliding nuclei.

Thus b can take on values of [0, 2R] where R is the nuclear radius. More central collisions

correspond to smaller impact parameters. A detailed discussion on the topic of Glauber

modeling and centrality determination is outside the scope of this dissertation, and I will

focus only on the details most relevant for my analysis. For a more detailed discussion

see [57, 58].

35



Generally, in a Monte-Carlo Glauber Model the nucleons within each nucleus are as-

sumed to have some spatial distribution; in the case of the model used in this dissertation,

a Woods-Saxon distribution was assumed. The two nuclei are then given a random im-

pact parameter and if two nucleons have a separation distance, d, such that d <
√
σNNinel /π

where σNNinel is the nucleon-nucleon inelastic cross section, they are considered to have un-

dergone a binary collision. It is assumed that σNNinel = σppinel = σpninel = σnninel. For our model

σppinel = 30 mb was used, consistent with the measured value for this energy range, as shown

in Figure 4.1. From such a model, distributions of the number of binary collisions and

the number of participants can be created. However, neither are measurable quantities.

Thus, an additional step is needed to relate the model to data.

Figure 4.1: This figure, from reference [5], shows the energy dependence of the inelastic
cross section. The filled black circles are measurements of the inelastic pp cross section
made by several experiments.

4.2 Centrality Selection

A multiplicity distribution, such as the number of charged particles, or the number of

tracks within a given acceptance, etc. is usually the experimental observable that is

compared to simulation for centrality determination. As stated in reference [57], the mul-
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tiplicity distribution of p+ p collisions has been measured over a wide acceptance and is

well described by a negative binomial distribution. Thus, a simulated multiplicity distri-

bution is generated by assigning each binary collision in the Glauber model a multiplicity

that is randomly drawn from a negative binomial distribution. A reduced chi-squared

statistic, χ2
ν , where ν is the number of degrees of freedom, is then calculated to com-

pare the simulated distribution to the measured distribution. This comparison is done in

the range of the measured distribution that has the least bias from triggering or other

artificial detector effects. In this case the multiplicity range selected was from 110 to

230. Several iterations of generating a simulated distribution and comparing it with data

are conducted, each using different negative binomial parameters. The negative binomial

parameters from the iteration that resulted in the smallest χ2
ν was used to determine the

centrality bins. This process of 100 iterations to optimize the negative binomial parame-

ters was considered to be one ‘trial” and five trials were conducted in total. For each trial

the simulated histogram with the lowest χ2
ν was integrated to determine the multiplicity

cuts that would correspond to each centrality class. Finally for each centrality bin, the

values from the trial with the lowest χ2
ν were used. These cuts are shown in Table 4.1.

The mean values of b, Npart, and Ncoll were also calculated for each centrality bin along

with their standard errors.

Centrality Bin Multiplicity Cut Pile-up Estimate

0-5% 153 ≤ Nch ≤ 240 1.3%

5-10% 121 ≤ Nch < 153 0.7%

10-15% 97 ≤ Nch < 121 0.6%

15-20% 77 ≤ Nch < 97 0.5%

20-25% 61 ≤ Nch < 77 0.5%

25-30% 48 ≤ Nch < 61 0.4%

Table 4.1: The multiplicity cuts used for centrality binning obtained from a Glauber +
Negative Binomial Model fit to data. An estimate of the number of events in each bin
that are pile-up events is also included.
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The multiplicity distribution we used for centrality selection is the distribution of

tracks (charged particles), Nch, that passed basic track quality assurance cuts. These

tracks must have nHitsFit/nHitsPoss ≥ 0.52 and nHitsdEdx > 0. In fact, these are the

same as the track QA requirements described in the previous chapter, with the exception

that there is no DCA requirement other than the MuDst default of no more than about 3

cm. This multiplicity distribution, along with the centrality bins and the Glauber + Neg-

Figure 4.2: The Glauber + Negative Binomial Fit (red line) to the measured multiplicity
distribution (black histogram). The blue line is the estimate, from simulation, of the
contribution from pile-up events. The vertical lines indicate the multiplicity cuts for the
various centrality bins as well as the cut to remove pile-up from the most central bin.

ative Binomial fit, is shown in Figure 4.2. The vertical lines correspond to the multiplicity

cuts for centrality binning listed in Table 4.1. The code to perform centrality selection

can be found here: https://github.com/kcmeehan/CentralitySelectionForFXT.

In addition to the centrality selection, there are two other notable features. First, due

to the TOF multiplicity requirement in the trigger, the trigger is biased towards central

events and is roughly a top 30% trigger. Due to this trigger bias, the data does not

sample the full top 30% of the cross section evenly and visibly undershoots the Glauber
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fit at multiplicities lower than the top 15% centrality bin. The discrepancy between the fit

and the data indicate that the bins more peripheral than 15% are biased to more central

collisions within their bin. The second feature is the “tail” at high multiplicities. These

events are pile-up events that occur when two ions from the same bunch hit the target.

Once the vertexing algorithm finds the “best” vertex, it associates tracks within a 3 cm

gDCA with that vertex. It also prevents another vertex from being found within 3 cm of

the initial vertex, since there would be no clear way to know which tracks came from

which vertex. Therefore, if two ions from the same bunch hit the target, they will be

reconstructed by the vertexing algorithm as a single vertex. This biases the multiplicity

distribution to higher multiplicities. This bias occurs in collider mode as well, but is more

prominent in fixed-target collisions where the collisions of interest are localized to the

target. The next section describes our method of estimating the contribution of pile-up

events in each centrality bin.

4.3 Pile-up Study

The pile-up was modeled with a Monte-Carlo simulation performed by UC Davis graduate

student Todd Kinghorn. To create the simulated multiplicity distribution with pile-up,

he filled a histogram with events with a multiplicity obtained by randomly sampling the

data distribution up to a multiplicity of 240. Beyond this multiplicity we expect the vast

majority of events to be pile-up events. Additionally, for an assumed, small percentage

of events, he would also sample the “minimum bias” Glauber Monte-Carlo + Negative

Binomial fit to the data and add the multiplicity of that event to the first event sampled

from the data distribution. A minimum-bias distribution was used to model one of the

collisions of the pile-up event since only the combined multiplicity of the two events had

to be sufficient to satisfy the trigger conditions. The resulting distribution was then fit

to the originally measured distribution. This procedure was repeated assuming different

percentage values for the fraction of events that were pile-up, and a χ2 minimization was

done to optimize this percentage, estimated to be 0.8%. The blue curve in Figure 4.2 is

the resulting simulated distribution of only the pile-up events.
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The estimate of the percentage of events that are pile-up events for each centrality

bin is given in Table 4.1. An upper limit on the multiplicity for an event in the top

5% centrality bin was chosen to be 240. A stricter cut could be used for analyses more

sensitive to pile-up such as moments analyses (e.g. measuring the net-proton kurtosis).
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Chapter 5

Extracting the Raw Yield

After selecting the appropriate data quality cuts and performing centrality selection, we

are now ready to proceed with the analysis. To obtain spectra and rapidity densities

we must further divide our centrality bins into rapidity and mT −mπ bins, where mT is

the transverse mass, and mπ is the charged pion mass. We chose mT −mπ bins instead

of transverse momentum, pT , bins to make it easier to compare to previous experiments

which generally plotted spectra as a function of mT −mπ. Binning the data by rapidity

and mT −mπ requires assuming a mass value for the tracks. For the pion spectra analysis

we assume all tracks are pions, the most commonly produced species at this energy, for

the binning step.

To obtain the raw (uncorrected for background and acceptance/efficiencies) spectra,

we extract the raw yield for each mT − mπ bin from fits to zTPC distributions. The

zTPC variable is defined by equation 5.1:

zTPC = ln

(
dE/dxmeas

dE/dxpred

)
(5.1)

where dE/dxmeas is the 70%-truncated 〈dE/dx〉 measured by the TPC, and dE/dxpred

is the prediction from the corresponding Bichsel paramterization. Thus the zTPC value

should be spread around zero due to the resolution of the TPC. For each rapidity bin,

the raw yield is plotted as a function of mT −mπ to produce raw spectra. Later chapters

will discuss corrections applied to the raw spectra to obtain the final spectra, before they

are ready to be fit to extract rapidity density yields.
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5.1 zTPC Fitting Procedure

The objective of the zTPC fitting procedure is to estimate the raw yield of the particle of

interest, in this case the π− meson, while minimizing contamination from other particles.

Due to the limited momentum and dE/dx resolution of the TPC, the dE/dx values of

different particles can overlap in momentum or transverse mass phase space, as shown in

Figure 5.1. In this figure the positive kaons and protons both merge with the positive pions

Figure 5.1: This plot shows the dE/dx as a function of mT −mπ for the rapidity window
-1.25 < yπ < -1.15. Both the transverse mass and rapidity bins assume all tracks have
the mass of the pion. Note that above mT −mπ ≈ 0.5 GeV/c2 the protons merge with
the positive pions. The positive kaons merge with the positive pions at an even lower
mT −mπ.

above a certain value of mT −mπ. Typically in STAR analyses the time-of-flight detector

is used to extend the spectra to higher transverse mass values since it has better resolution

and can thus better separate the different species. However, due to its location further

away from the primary vertices, the TOF does not have as low a reach in transverse mass

as the TPC. Thus we rely on TPC measurements for the lower transverse mass portion

of the spectra, where the bulk of the yield resides.
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Fortunately, in the case of this analysis, for the π− spectra there are fewer contaminat-

ing particles. The center-of-mass energy is close to the proton - anti-proton production

threshold and thus the anti-proton yield is negligible. Additionally, there are far fewer

K− mesons produced than K+, since at this energy range the associated production of

K+ mesons with Λ baryons is the dominant production mechanism for K+ mesons, as

opposed to pair production. Indeed while fitting the π− yields I have found the K− con-

tribution to be negligible, however the K+ contamination has a clear effect in inflating

the π+ yield.

Multiple “rounds” of fitting are performed to reduce the number of free parameters

in the final fit and extract the final raw π− yield. In the first round, a single Gaussian

function is used to fit the π− peak for each transverse mass bin, as shown in Figure 5.2.

The means and widths of these Gaussians are then plotted as a function of mT − mπ

Figure 5.2: A single Gaussian fit (red line) to the data (blue crosses) for a single transverse
mass bin at mid-rapidity. The vertical lines show the Bichsel zTPC predictions for
different particle species. By the definition in equation (5.1), the pion prediction (brown
line) is at zTPC = 0. The purple, green and navy lines represent the electron, anti-proton
and K− predictions, respectively, which should all be negligible for this bin. The stat box
shows the goodness of fit, amplitude (p0), mean (p1) and width (p2) parameters.

and fit with a piecewise polynomial + line given by equation (5.2). A polynomial is used

because there is no physical motivation for the transverse mass dependence, it is just an
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indication of imperfect TPC calibrations. (Calibrations are done assuming all tracks are

pions, so in a world with perfect calibrations the pion mean should be zero and the width

should be the resolution of the TPC).p0 x ≤ p2

p0 + p1(x− p2) + p3(x− p2)2 x ≥ p2

(5.2)

Figure 5.3: The mean of each zTPC fit as a function of mT −mπ at mid-rapidity. The
red line is a piecewise polynomial fit to stabilize and constrain the means for the next
fitting round.

Now that the means and widths of the pion Gaussians are constrained, a second

round of fitting is performed with the goal of constraining the parameters of the Gaussian

describing the electron yield. In the region of phase space where the electron and pion

peaks are well separated, a single Gaussian is fit to the electron peak. For the region where

the pion and electron yields start to overlap, a double Gaussian is fit to both peaks, as

shown in Figure 5.5. The Gaussian describing the pion contribution has its mean and

width fixed to their respective fit function values, evaluated at the bin center of that

transverse mass bin, shown in Figures 5.3 and 5.4 .

The amplitudes, means and widths of the electron Gaussian from these fits were plotted

as a function of mT −mπ, shown in Figures 5.6–5.8. The same functional form, given by
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Figure 5.4: The width of each zTPC fit as a function of mT −mπ for mid-rapidity. The
red line is a piecewise polynomial fit.

Figure 5.5: A double Gaussian fit (red line) to the data (blue crosses) for a single transverse
mass bin at mid-rapidity. Vertical lines are the same as in Figure 5.2. Note for this fit
the mean and width of the pion Gaussian are fixed.

equation (5.2), was used to fit the electron widths and constrain them for a third round

of fitting. There was no reasonable functional form that would describe the mT − mπ

dependence of the amplitudes or means of the electron Gaussian, so in the third round

of fitting these amplitudes and means were fixed to the value of the individual points in
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Figures 5.6 and 5.7, respectively.

In the third and final round of fitting, a double Gaussian was used in the mT −mπ

region that has a significant electron contribution, and a single Gaussian was used for the

Figure 5.6: The amplitude of the Gaussian describing the electron contribution of each
zTPC fit as a function of mT −mπ for mid-rapidity.

Figure 5.7: The mean of the Gaussian describing the electron contribution of each zTPC
fit as a function of mT −mπ for mid-rapidity.
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Figure 5.8: The width of each zTPC fit as a function of mT −mπ for mid-rapidity. The
red line is a polynomial piecewise fit to stabilize and constrain the widths for the next
fitting round.

higher mT −mπ region where there are no longer any electrons. For the double Gaussian

fit, all parameters are fixed except the pion amplitude.

5.2 Extracting the Raw Spectra

After the final fitting round, the integral of the pion Gaussian is calculated and then

properly normalized to obtain the raw yield:

1

2πmT

d2N

dmTdy
= N

√
2πAσ

∆zTPC
(5.3)

where
√

2πAσ is the integral of the Gaussian calculated with the width and amplitude

parameters, ∆zTPC is the bin width of the zTPC plots, and N is the normalization

factor. The factor 1/(2πmT ) makes the yield Lorentz invariant. For this analysis, ∆zTPC

was chosen to be 0.015. To obtain “raw” (uncorrected) spectra, these yields must be
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normalized by the mT −mπ and rapidity bin widths, as well as the number of events:

N =
1

2πmT∆(mT −mπ)∆yNevents

(5.4)

where ∆(mT −mπ) is the mT −mπ bin width, ∆y is the rapidity bin width, and Nevents

is the number of events, in our case 274,398 for the top 5% centrality bin.

Figure 5.9 shows the outcome of the final fitting round. In this figure the two Gaus-

sians representing the pion and electron contributions to the yield are plotted on top

of the data. The parameters for both Gaussians are those from the final round of fits.

The pion amplitude and width parameters, along with the zTPC bin width are used

to calculate the raw pion yield. All the zTPC fits for each phase space bin, as well as

the fits to the zTPC means and widths as a function of mT − mπ, can be found here:

http://nuclear.ucdavis.edu/~kmeehan/protected/AnalysisUpdates/ThesisPDFs/

Figure 5.9: The pion (brown) and electron (purple) Gaussians are plotted on top of the
data (open circles). The parameters of each Gaussian are those from the final round of
fitting.

Figure 5.10 shows the raw spectra as a function of y for each rapidity bin in the lab

frame. The drop at low transverse mass is an effect of the low pT acceptance. Tracks with

lower pT are curved more by the magnetic field. Thus, not as many make it into the TPC

volume. We see another acceptance effect for the high transverse mass bins of the most

backward rapidity bins (closest to y ∼ 0). A rapidity of zero would apply to particles that
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are produced moving perpendicular to the z-axis. Since the target is located at z=211 cm

but the TPC volume ends at 210 cm (with the fiducial volume ending at 200 cm), tracks

with rapidity close to zero whose trajectories are bent less by the magnetic field (higher

transverse mass) will not make it into the TPC volume. Notice in the first case (low

pT ) the tracks do not extend to a large enough radial distance to make it into the TPC,

whereas in the latter case (low |y|, high pT ) the tracks do not extend far enough in z to

make it into the TPC.

Figure 5.10: Raw π− spectra as a function of mT −mπ for the top 5% most central Au
+ Au

√
sNN = 4.5 GeV collisions. The mid-rapidity spectra is shown in red.

In order to obtain the final π− spectra that we can fit to extract a rapidity density

distribution, the spectra must first be corrected for background and detector and recon-

struction artifacts. These corrections will be discussed in the next chapters.
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Chapter 6

Background Subtraction

6.1 Sources of Background

At this point there are several reasons the raw pion spectra in Chapter 5 do not accurately

represent the pion yield produced in the heavy-ion collisions. Detector effects, as well as

artifacts from the reconstruction techniques, must be characterized so that the spectra

can be corrected for them. These corrections will be discussed in the following chapter.

An additional reason the pions measured in Chapter 5 do no reflect the true pion yield is

that they are contaminated by pions that did not come from the primary vertex.

There are two main sources of “non-primary” pions. Some of the measured pions are

produced during weak decays. Particles produced in heavy-ion collisions that can decay

weakly will travel some distance from the primary vertex before decaying into pion(s)

and other particles. Due to the limited resolution of the vertex and track reconstruction

algorithms, these tracks could still be reconstructed to have a DCA within our DCA

requirement (3 cm) for “good” tracks. To subtract these background pions, the fraction

of the pion yield due to weak decays is simulated.

The second main source of “non-primary” pions is secondary interactions with detector

materials, hence these pions will be referred to as “secondaries”. Particles produced in

the primary collision might interact with material in the beam pipe or other detectors,

or even with gas in the beam pipe. These interactions can produce additional pions that

are reconstructed as having a DCA within 3 cm of the primary collision. A DCA cut
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should already disqualify many secondary pions from being mistakenly reconstructed as

having come from the primary vertex, but there are still secondaries that pass this track

QA cut. As in the case of weak decays, the fraction of the pion yield from secondaries

can be estimated using simulations and then subtracted from the raw yield.

6.2 Simulating Background Pions

The Ultrarelativistic Quantum Molecular Dynamics (UrQMD) model is a Monte-Carlo

simulation package1 that generates heavy-ion collisions with known parameters. The

particles produced from these collisions are then propagated through a comprehensive

Starsim simulation (based on GEANT3) of the STAR detector geometry and detailed

detector response. Finally, the output of these simulations are passed through the same

STAR reconstruction chain that was used to produce the original data. Since the simula-

Figure 6.1: An example of a simulated Au + Au fixed-target collision at
√
sNN = 4.5

GeV illustrated with Starsim software. As expected, the tracks come from the edge of the
detector where the target is located. This event was paused before all the tracks could be
generated for ease of visibility. The full simulation of the event is higher in multiplicity
than the one shown here.

tion gives us the origin of each track, we can quantify the fraction of tracks that came from

1https://urqmd.org/
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secondary interactions or weak decays that were misidentified as having come from the pri-

mary vertex. The software to run this procedure, starting from running the UrQMD simu-

lations and ending with the minimc.root files output from the reconstruction, can be found

at: https://bitbucket.org/kmeehan713/backgroundforpionyield/src/master/. The

code that reads these minimc.root files can be found at: https://bitbucket.org/

kmeehan713/backgroundminimcreaderforthesis/src/master/. The latter code pro-

duces output root files that can then be used to generate and fit background correc-

tion curves using the code in the main analysis repository (https://bitbucket.org/

kmeehan713/pion-dndy-analysis-repo/src/master/).

The plots shown in Figures 6.2 and 6.3 show the distribution of simulated vertices of

a given GEANT “process id”. In both cases the left-hand side shows the distribution of

vertices from which background pions produced from weak decays originated, while the

right-hand side shows the distribution of vertices from which background pions produced

by hadronic interactions originated. As expected, the majority of weak decays occur close
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Figure 6.2: Simulated background vertex distributions in the x− y plane. The left-hand
side shows vertices that produce background pions by weak decays, and the right-hand
side shows vertices that produce background pions by strong interactions. The latter are
produced from interactions with detector material and the beam pipe. As expected, the
weak decay vertices are clustered at the location where the beam spot hits the target.
The secondary vertices illuminate the beam pipe.

to the simulated location of the primary vertex. In the case of strong interactions, the

beam pipe material is clearly outlined, as evident in Figure 6.2. Since the target is located
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at 211 cm and the beam pipe narrows from approximately a 4 cm radius at z = 200 cm

to a 2 cm radius at z = 150 cm, the vertex distribution is spread between these two

radii. In Figure 6.3, a peak can be seen at the location of a flange in the beam pipe at

about 140 cm. Similarly there are peaks where the beam pipe switches from Al to Be at

z ∼ ± 60 cm and at the end of the TPC where the material of the MWPC, pad planes,

and electronics are.
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Figure 6.3: Simulated background z-vertex distributions. The left-hand side shows ver-
tices that produce background pions by weak decays. These vertices are clustered close
to the target, as expected. The right-hand side shows vertices that produce background
pions by strong interactions. As expected, peaks can be seen at locations where there is
more detector or beam pipe material.

6.3 Results from the Background Simulation

Figure 6.4 shows the distribution of the GEANT ID of the “parent” particle that each

reconstructed π− originated from. All the pions in this histogram were reconstructed as

having come from the primary vertex. This histogram was created using a simulation of

100,000 UrQMD events. The tallest peak, “NA”, consists of pions that really do originate

from the primary vertex. Thus, for these pions the reconstruction was correct. The next

tallest peak indicates that the largest source of background pions is K0
s decays. The next

largest sources are Λ and Σ− decays. Note the y-axis is plotted on a log scale. Thus, weak

decays are the dominant source of background pions compared to pions from interactions

with detector material. The latter would have “parent” IDs of a proton, neutron, pion,
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etc.

Figure 6.4: GEANT parent ID of the simulated pions that were reconstructed as having
originated from the primary vertex. Pions with a parent ID of “NA” came from the
primary vertex. Other pions came from background sources such as weak decays or
interaction with detector material. The largest source of background pions at mid-rapidity
is K0

s decays. The simulation used 100,000 events.

The dominance of the background by weak decays is also illustrated in Figures 6.5 and

6.6. Both figures show the mT −mπ− dependence of the background for the mid-rapidity

bin. The contribution to the raw pion yield from secondary hadronic interactions stays

well below 1% for the entire transverse mass range. Thus the impact of this correction on

the final spectra is negligible, especially within systematic uncertainties to be discussed in

a later section. One reason the background might be this low is that most tracks produced

in the fixed-target configuration at this energy are very forward, compared to the collider

configuration. Thus, although forward tracks travel through a larger cross section of

material, perhaps fewer pions from beam pipe/material interactions can be reconstructed

as having come within 3 cm of the primary vertex. The raw spectra were corrected for the

secondary background by (1) fitting the background fraction as a function of transverse

mass, (2) subtracting this fraction from 1, and (3) multiplying the raw yield for each mT

and rapidity bin by this final fraction obtained in step (2) for the corresponding bin.
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Figure 6.5: Fraction of reconstructed pions at midrapidity that were produced by the
hadronic interaction, e.g. from interactions with beam pipe material. A linear fit was
used to estimate the background contribution. A polynomial fit is also shown in this
figure for comparison.

Figure 6.6: Fraction of reconstructed pions at midrapidity that came from weak decays.

A linear fit function was chosen to fit the distribution due to the limited statistics.

The simulation pipeline, from running the UrQMD and Starsim simulations to running

reconstruction and the minimcreader, is quite time consuming and scales with the num-
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ber of events. In this analysis, 100,000 events were chosen, both due to time constraints,

and that the contribution of the statistical uncertainty from this correction to the final

measurement uncertainty is much less than the dominant source of uncertainty. The

background contribution of these secondary pions is dependent on the geometry of the

surrounding material as well as the fraction that pass analysis cuts, including the require-

ment that their tracks were reconstructed as originating within 3 cm of the primary vertex.

Thus there is no clear physics motivation for a particular mT −mπ− shape or fit function.

However, due to energy conservation it is expected that the contribution is largest at the

low end of the transverse mass spectrum since the particles that initially interacted with

the material to produce the pions only carried a small fraction of the outgoing energy

of the collision. Because there is no clear motivation of fit function choice, and limited

statistics, I used a linear fit for the final background correction. A pdf of the background

fits for all rapidity bins can be found here: http://nuclear.ucdavis.edu/~kmeehan/

protected/AnalysisUpdates/BackgroundFits.pdf.

Figure 6.6 illustrates the fraction of the raw pion yield that came from weak decays

as opposed to the primary vertex, in the midrapidity bin. At the low transverse mass

end of the spectrum the contribution reaches approximately 20%, two orders of magni-

tude above the hadronic background. Both an exponential and a power law fit the data

reasonably well. Although pions from weak decays are the dominant background source,

this correction is not applied when comparing the final rapidity density with results from

previous experiments since those results did not include a weak decay correction. Thus

the most “apples-to-apples” comparison of π− rapidity densities is without a weak decay

correction.

Before the final corrected spectra can be presented, the background-corrected spectra

must also be corrected for the imperfect detector acceptance and track reconstruction

inefficiencies. This correction is the subject of the following chapter.
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Chapter 7

Correcting for Detector Acceptance

and Efficiency

7.1 Introduction to the Efficiency x Acceptance Cor-

rection

After measuring the raw pion yield (see Chapter 5) and subtracting the contribution from

background pions (see Chapter 6) the measurement is still not an accurate count of the

pions produced in the collisions. Pions are lost due to imperfect detector acceptance and

reconstruction efficiency. The STAR detector does not have perfect, 100% acceptance

coverage. This is the most striking effect that can be seen in the raw spectra figure at

the end of Chapter 5. The yield drops in the lowest mT − mπ− bins since pions with

insufficient transverse momentum exit the detector before they can travel 10 pad rows

radially into the TPC, the minimum required to pass the 10 nHitsFit analysis cut.

Similarly, since the target is located at z = 211 cm and the edge of the fiducial volume

of the TPC is 200 cm, tracks with a pseudorapidity close to zero do not make it into the

z-range of the TPC. Additionally, tracks with trajectories in the x − y plane along the

gap between two TPC sectors will not be reconstructed. In addition to missing pions that

do not enter into the fiducial volume of the detector, the raw pion yield excludes pions

that are not reconstructed due to a less than 100% efficient reconstruction algorithm.

In a perfect experiment the tracking algorithm would reconstruct all the tracks with
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perfect dE/dx and momentum resolution, and perfect efficiency. Additionally, all tracks

would be reconstructed to be coming from their vertex of origin with DCA values of zero.

Additionally, tracks would not be mistakenly split into two by the reconstruction algorithm

when they cross the central membrane of the TPC. Track splitting happens for many of

the tracks in this fixed-target configuration since most tracks are fairly forward. This

results in some tracks being split and only the first half of the track being reconstructed.

The track cuts chosen for the analysis, such as the gDCA cut and the nHitsFit/nHitsPoss

cut discussed in Chapter 3, optimize our track selection and reduce contamination from

split tracks and tracks originating from secondary vertices. However, since the tracking

algorithm is not perfect, these cuts are not 100% efficient. Additionally the standard

STAR vertex reconstruction algorithm and tracking algorithm was used in the official

production. Optimizing these algorithms for the fixed-target configuration may bring

improvements and should be further explored in the future, but is outside the scope of

this thesis.

Due to the complexity of the reconstruction algorithms and the detector geometry, the

current state-of-the art method for correcting for these effects is done by embedding simu-

lated events into data and then propagating them through the Starsim detector geometry

and reconstruction algorithm. This method estimates the combined effects of the detector

acceptance, the reconstruction algorithm efficiency, and the efficiency of the analysis cuts.

Currently there is no method for dealing with the detector acceptance and the reconstruc-

tion efficiency corrections separately. This technique is similar to the method used for es-

timation of background pions, except in the case of the efficiency × acceptance correction,

the simulated tracks are embedded as primary tracks into real data. Minimc files with the

embedded events are generated by the STAR embedding team based on an “embedding

request” submitted by the main analyzer. The embedding request for this analysis can

be found here: https://drupal.star.bnl.gov/STAR/starsimrequests/2016/jun/03/

pi-fxt-au-au-45-gev. The code to process the minimc embedding files can be found

here: https://bitbucket.org/kmeehan713/embeddingreader/src/master/.

Once the minimc files are generated, the efficiency as a function of transverse mass

58

https://drupal.star.bnl.gov/STAR/starsimrequests/2016/jun/03/pi-fxt-au-au-45-gev
https://drupal.star.bnl.gov/STAR/starsimrequests/2016/jun/03/pi-fxt-au-au-45-gev
https://bitbucket.org/kmeehan713/embeddingreader/src/master/


is calculated for each rapidity bin. The efficiency is given by the ratio of the number of

“matched” tracks to the number of embedded Monte-Carlo tracks. A “matched” track

is a reconstructed track that can be successfully matched to one of the simulated tracks

pre-reconstruction.

ε =
#ofmatchedtracks

#ofembeddedtracks
(7.1)

The efficiencies as a function of transverse mass are fit with the following function:

ε(x) = Ae−b/x
c

(7.2)

where x is mT −mπ− , and A, b, and c are fit parameters. This fit is used to smooth the

efficiency correction. An example of this fit to the embedding data for the mid-rapidity

bin is shown in Figure 7.1. For most rapidity bins that are not near the edge of the

Figure 7.1: The efficiency fit to the ratio of the matched tracks to the embedded tracks
as a function of mT −mπ− , for the mid-rapidity bin.

.
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acceptance, the efficiency flattens at around 80-90% at higher transverse mass values. As

expected, the TPC efficiency drops steeply at low transverse mass where fewer particles

have enough transverse momentum to make it inside the inner radius of the TPC. Plots of

the fits for all rapidity bins can be found here: http://nuclear.ucdavis.edu/~kmeehan/

protected/AnalysisUpdates/pimEfficiencyCurves.pdf.

7.2 The Corrected Spectra

7.2.1 Obtaining the corrected spectra

To finally obtain the π− spectra representative of the true pion yield produced in the col-

lision (within statistical and systematic uncertainties), both the background subtraction

correction and the efficiency × acceptance correction must be applied. The background

Figure 7.2: The π− spectrum for the mid-rapidity bin, corrected for secondaries and for
detector efficiency × acceptance.

.

is subtracted from each mT −mπ− bin of the raw spectra (see Chapter 5) by subtracting

the background fit evaluated at the bin center, from 1, and then multiplying the raw yield

by this factor (see Chapter 6). The efficiency × acceptance correction is then applied by
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dividing the background-corrected yield at each transverse mass bin by the value of the

efficiency × acceptance fit at the bin center of that transverse mass bin. In general a cor-

rection for weak decays should also be applied, but for the sake of comparison to results

from previous experiments that did not apply such a correction, we present the corrected

spectra without this correction as well. Figure 7.2 shows an example corrected spectrum

for the mid-rapidity bin. When applying the TPC efficiency × acceptance correction,

spectra points with a TPC efficiency less than 30% were excluded from the analysis. Ad-

ditionally, points with uncertainties larger than 50% of their yield value were excluded

from the analysis because the uncertainty from the efficiency correction is too large to

have confidence in the correction, especially since it is known that the efficiency from the

embedding model fails to accurately describe the efficiency at the edge of the detector

acceptance. This will be described in more depth in the following subsection.

7.2.2 Discussion of Uncertainties

The spectrum shown in Figure 7.2 includes uncertainties from both statistical and sys-

tematic sources. There are many sources of systematic uncertainties in the analysis steps

for obtaining the corrected spectra. Table 7.1 summarizes the main sources and their

relative contributions. The largest source of uncertainty is from the simulation of the

Source of error Maximum Contribution (%)

nSigma vs zTPC 1.5

Energy Loss 0.5

Efficiency 10

Table 7.1: List of chief sources of systematic uncertainty

detector. As discussed above, this simulation is used in generating both the background

and efficiency correction curves. We tested a couple of different data-driven techniques to

estimate the uncertainty of the simulation and these corrections.

As a first check of the size of the uncertainty in our simulation, we individually var-

ied the track selection cuts in this analysis. Varying the track selection cuts alters the
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number of “raw” pions measured. However, the same cuts that are used for the anal-

ysis are also used for reconstructing the simulated tracks (when generating background

correction curves) and for reconstructing the embedded data (when generating the effi-

ciency × acceptance correction curves). Therefore, although the number of raw pions

measured changes, the corresponding efficiency correction (and background correction)

also changes. The new efficiency correction should compensate for the change in the raw

spectra, assuming our simulation of the detector is accurate.

The initial minimum nHitsFit track selection requirement, listed in Chapter 3, is 10.

This number was intentionally selected to be much lower than the 25 hits required for

most collider analyses in order to extend the pseudorapidity coverage. Most of the tracks

produced in the fixed-target collision at this energy have very forward pseudorapidity val-

ues and are exiting the TPC through the pad plane without making it to the outer field

cage. This means the distribution of the maximum number of hits tracks can have in this

configuration is shifted to lower values, since many tracks are not crossing all the TPC

pad rows. We varied the nHitsFit requirement from the minimum requirement of 10

hits (the default value used in the official production of the MuDsts before any individual

analysis cuts are applied) to 20 hits to study the effect on the corrected spectra. The dif-

ference between the corrected spectra for the two different nHitsFit requirements could

be described by a 10% systematic error. Figure 7.3 shows the ratio of the spectra using

the nHitsFit ≥ 10 requirement to the spectra using the nHitsFit ≥ 20 requirement for

the rapidity bin centered at ylab = −1.0. Most tracks with this rapidity should be able

to make it to the outer radius of the TPC and have nHitsFit values greater than 35.

However, previous studies by UC Davis students have indicated that the simulation fails

to accurately describe the detector acceptance/tracking efficiency near the edge of the de-

tector acceptance. This finding is supported by the current study, as the forward rapidity

bins exhibit a greater difference between the two spectra, implying a greater systematic

uncertainty due to the simulation. Figure 7.4 shows that the systematic uncertainty

increases to 15% for the lowest transverse mass bins at mid-rapidity.
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Figure 7.3: Ratio of the corrected π− spectra using two different nHitsFit cuts for the
rapidity bin centered at y = -1.0. The difference between the spectra can be can be
contained within a 10% systematic uncertainty.

Figure 7.4: Ratio of the corrected π− spectra using two different nHitsFit cuts for the
mid-rapidity bin. Points with uncertainties more than 50% of the point value are not
shown. A 10% systematic uncertainty can describe the difference between the spectra at
higher transverse mass, but at lower transverse mass the uncertainty is increased to 15%.
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The gDCA cut was also varied. However, it became clear from the embedding QA that

the DCA distribution of reconstructed simulated tracks does not match the DCA distri-

bution of the reconstructed tracks from actual data. This discrepancy was exacerbated

at the most forward rapidities. Figure 7.5 illustrates this discrepancy between simulation

and data for the mid-rapidity bin. This issue is known and appears in collider analyses

as well. Thus, we require a 3 cm cut to give us the least biased value of the efficiency

correction. As discussed in Chapter 3, tracks with DCA values larger than 3 cm are all

but eliminated due to a χ2 cut placed during official production of the MuDsts.

Figure 7.5: The DCA distributions of reconstructed simulated tracks (red dotted line)
does not accurately reproduce data (blue line) for the mid-rapidity bin.

.

To cross-check the systematic uncertainties assigned to the spectra from varying the

nHitsFit cut, another data-driven approach was taken using the Run 18
√
sNN = 3 GeV

data. At the time line of this dissertation, we were limited to using the pre-production

data, which might not include all the standard calibrations since official production was

not available yet. Ben Kimelman, another UC Davis student, obtained a preliminary

rapidity density for negative pions with this dataset. Rapidity density distributions must

be symmetric about mid-rapidity, within uncertainties, due to energy and momentum

conservation. Therefore, if the measured rapidity distribution is asymmetric about mid-

rapidity, this is most likely due to a systematic error in the efficiency correction due to
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uncertainty in the simulation of the edge of the detector acceptance. At
√
sNN = 3 GeV

mid-rapidity is ymid = 1.05. Thus, most mid-rapidity tracks make it to the outer radius

of the TPC. This makes it an easier energy to compare the symmetry of the rapidity

distribution, since for the
√
sNN = 4.5 GeV energy, mid-rapidity is at the edge of the

detector acceptance and there are few forward rapidity bins to compare with backward

bins.

Figure 7.6 plots the ratios of the forward rapidity and backward rapidity spectra that

are equidistant from mid-rapidity. By conservation of energy and momentum, we would

expect this ratio to be unity, within uncertainties. Except for the most forward and

backward rapidity bins, for most transverse mass bins the ratio is within 5-10% of unity.

This is consistent with the size of uncertainties from varying the nHitsFit cut. The

largest deviations from unity occur at lower transverse mass bins and at the bins furthest

from mid-rapidity, also consistent with the nHitsFit cut study. Both studies support

the claim that the simulation used to generate the detector × efficiency correction is not

accurately modeling the detector acceptance and reconstruction efficiency at the edge

of the acceptance. For the most forward rapidity bins and lowest transverse mass bins,

the systematic uncertainties on the corrected spectra points were increased to match the

size of the deviation from unity of the ratios shown in Figure 7.6. The highest value

used for the systematic uncertainty due to the efficiency correction is 25%. As mentioned

previously, points with combined uncertainties above 50% of their value are excluded from

the analysis. From the ratios alone, it is not clear whether the uncertainties should be

assigned to the forward or the backward spectra. We do not independently know the true

values for the rapidity bins. However, from the embedding QA, the nHitsFit studies,

and previous beam pipe studies at UC Davis, we have reason to suspect the simulation

fails at the edge of the detector acceptance. Therefore, in this analysis, the uncertainties

from this study were applied to the forward bins. For bins backward from y = 1.1, the

5% value from the nHitsFit study of the systematic uncertainty was used.
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The other two sources of uncertainty listed in Table 7.1 are negligibly small once they

are added in quadrature with the uncertainty due to the simulation used for the efficiency

correction. The first source comes from using two different methods for particle identifi-

cation. In this analysis the zTPC distribution is calculated for each transverse mass and

rapidity bin and the yield from Gaussian fits to these distributions is extracted. Alterna-

tively, the nSigma distribution could have been fit instead. The nSigma distribution is

more Gaussian for the particle of interest, but the distributions of the contaminating par-

ticles tend to be distorted. On the other hand, the zTPC distribution has non-Gaussian

trails coming from short tracks, but both the particle of interest and the contaminating

particles have similar distributions. Both methods were explored in previous beam pipe

studies, and it was found that the difference between the two PID methods contributes a

1.5% uncertainty to the total systematic uncertainty. Finally, during official production

Figure 7.7: An example of the energy loss as a function of the reconstructed track’s
momentum for the mid-rapidity bin. A horizontal line is fit to the data to represent the
calibration offset.

.

an energy loss correction is applied to the momentum of the tracks to account for energy

loss as the particle travels through the TPC. By default, this correction assumes the track
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is a pion. Thus, usually this correction is negligible for pions, which is indeed the case for

this data set, as seen in Figure 7.7. The calibration appears to deviate from zero, but by

an insignificant amount. A generous systematic uncertainty value of 0.5% is assigned to

the energy loss, making it a negligible source of systematic uncertainty.

Now that the corrected spectra have been obtained, we can finally extract a rapidity

density distribution. This procedure will be described in the following chapter.
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Chapter 8

Extracting the Rapidity Density

Distribution

8.1 Results

To extract each point in the pion rapidity density distribution, the full pion yield must be

counted for that rapidity bin. In theory, most pions produced in heavy-ion collisions are

produced thermally from the medium. These pions should decrease exponentially with

transverse mass. This has been broadly observed in experiment. Consequently, the lower

transverse mass bins have the largest contribution to the total yield. In practice, even

with the acceptance × efficiency corrections, we can only measure the pion yield over a

limited range in transverse mass. In order to estimate the full yield for a given rapidity

bin, the spectra are fit assuming some thermal distribution and the total yield is estimated

by extrapolating that function to zero and infinity.

Since pions are bosons, the spectra are fit with a Bose-Einstein distribution. I refor-

mulated the fit function so that one of the parameters of the function would be the yield

in that rapidity bin:

fBE =
1

2π

dN/dy

A

1

emT /T − 1
(8.1)

where

A =

∫ 10

mπ−

dmT
mT

emT /T − 1
(8.2)
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The spectra were fit twice. After the first round of fitting, the temperature (inverse slope)

parameter was plotted as a function of rapidity. In general, particle production has been

observed to peak at mid-rapidity in this energy range while the slopes of pion spectra have

increased away from mid-rapidity [36, 38]. Indeed Figure 8.1 also demonstrates that the

slope of the spectra becomes steeper away from mid-rapidity. Consistent with previous

experiments, the temperature was then fit with a Gaussian with the mean fixed at mid-

rapidity. The χ2/ndf is small due to the large uncertainties at forward rapidities. These

uncertainties are dominated by the systematic uncertainty of our simulation of the detector

acceptance, particularly at the edge of the acceptance, as discussed in Chapter 7. During

Figure 8.1: The temperature parameter from a first round of spectra fitting is plotted
for each rapidity bin. These temperatures are fit with a Gaussian with a mean fixed at
mid-rapidity since the distribution should be symmetric about mid-rapidity.

.

the second round of fitting, the temperature parameter of each spectrum is fixed to the

value of the Gaussian fit at the corresponding rapidity. Figure 8.2 shows an example fit to

the spectra for the mid-rapidity bin after the temperature has been fixed. Figure 8.3 shows
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Figure 8.2: The negative pion spectra for the mid-rapidity bin, fit with a Bose-Einstein
distribution. The solid red line shows the fit range and the dashed red line is the extrap-
olation to lower transverse mass.

.

the spectra from all the rapidity bins together. These spectra decrease exponentially with

transverse mass which is consistent with thermal emission [59]. Plots with fits for all of the

rapidity bins can be found here: http://nuclear.ucdavis.edu/~kmeehan/protected/

AnalysisUpdates/pimCorrectedSpectraSingleBoseEinsteinFits.pdf. The rapidity

density distribution can then be plotted using the values for dN/dy from each spectrum

fit. This distribution is shown in Figure 8.4. The solid stars in the figure are the measured

dN/dy, and the open stars are their reflection about mid-rapidity. A Gaussian is fit to

the measured dN/dy with the mean fixed to mid-rapidity. From this fit, the extracted

4π yield is 153 ± 15 (stat) ± 29 (sys). Before we present comparisons with results from

previous experiments, we must first discuss the systematic uncertainties in extracting the

rapidity density.
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Figure 8.3: Negative pion spectra for all rapidity bins, for the top 5% most central events.
The mid-rapidity spectrum is shown in red. The solid lines are Bose-Einstein fits, and the
dashed lines are their extrapolations to lower transverse mass values. To make the plot
easier to read, the spectra are scaled by 3n where n is the number of rapidity bins each
spectrum is away from mid-rapidity.

.
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Figure 8.4: The rapidity density distribution for negatively charged pions. Open symbols
are reflected. A Gaussian was fit to the measured points (filled symbols) with its mean
fixed to mid-rapidity. The dashed line shows the extrapolation of the Gaussian fit. Statis-
tical uncertainties are shown as black lines on all the points. Systematic uncertainties are
shown as red bands on the measured points. The parameter values shown in the figure
only include statistical errors.
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8.2 Systematic Uncertainties in Extracting the Ra-

pidity Density Distribution

The dominant source of systematic uncertainty in the dN/dy for each rapidity is the

extrapolation of the yield to lower transverse mass. This is unsurprising considering the

lowest transverse mass bins make the largest contributions to the total yield. Additionally,

the systematic uncertainty is largest for the more forward rapidity bins which do not

reach as low in transverse mass. Since the more forward tracks leave fewer hits in the

TPC, fewer of these tracks pass the nHitsFit acceptance cut. To further complicate

the yield extraction, the forward rapidity, low transverse mass spectra points are also

the points with the largest systematic uncertainties. This is due to the uncertainty in the

simulation model at the edge of the detector acceptance, as discussed in Chapter 7. These

large uncertainties restricted our choice of fitting function to a single-slope fit. Previous

analyses used two-slope fit functions to describe the pion rapidity density, such as the sum

of two independent Maxwell-Boltzman thermal functions used in [38]. Using two slope

parameters accounts for two different pion production mechanisms. At this energy range of

around
√
sNN = 4.5 GeV, in addition to thermal pions, many pions come from the decays of

delta resonances. In fact ∆ decays are expected to be the dominant production mechanism

for pions with lower transverse mass while thermal production is expected to dominate

at higher transverse mass. A double Bose-Einstein fit, a double Maxwell-Boltzmann fit,

a Bose-Einstein and Maxwell-Boltzmann combination, and a double exponential fit were

fit to the data in an attempt to account for these two production sources. However, due

to our limited low transverse mass reach, the “low temperature” components of all the

two-slope spectra fits failed to be constrained and resulted in distorted, over-constrained

fits.

Thus, to obtain the systematic uncertainty we compared different single-slope fit func-

tions. In addition to the Bose-Einstein fit function, we fit the spectra with a Maxwell-

Boltzmann thermal function and with a simple exponential function. Figure 8.5 shows

an example Maxwell-Boltzmann fit for the mid-rapidity bin. The Maxwell-Boltzmann fit

tends to undershoot the lower transverse mass points for many rapidity bins to a greater
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Figure 8.5: The negative pion spectra for the mid-rapidity bin, fit with a Maxwell-
Boltzmann distribution.

.

Figure 8.6: The negative pion spectra for the mid-rapidity bin, fit with an exponential
distribution.

.
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extent than the Bose-Einstein fit. This is consistent with the property of Bose-Einstein

functions which tend to have a steeper slope at small values. Figure 8.6 shows an ex-

ample exponential fit for the mid-rapidity bin. In general, the exponential fits tend to

fall between the Bose-Einstein and Maxwell-Boltzmann fits. This can also be seen by

comparing their extracted rapidity density distributions. Figure 8.7 shows the rapidity

density distribution extracted from the Maxwell-Boltzmann thermal fits. This dN/dy

Figure 8.7: The rapidity density distribution for negatively charged pions calculated using
Maxwell-Boltzmann fits to the spectra. Open symbols are reflected. A Gaussian was fit
to the measured points (filled symbols) with its mean fixed to mid-rapidity. The dashed
line shows the extrapolation of the Gaussian fit. Only statistical errors are shown.

distribution is significantly lower than that from the Bose-Einstein fits. This is simply a

consequence of the steeper slope of the Bose-Einstein function at lower transverse mass

values. Thus, when extrapolating the Maxwell-Boltzmann function to lower transverse

mass values where most of the yield lies, the total extracted dN/dy will be lower than

that from the Bose-Einstein extrapolation. Figure 8.8 shows the extracted yield from the
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exponential fits. As expected based on the spectra, the total 4π yield lies between the

yield from the Bose-Einstein rapidity distribution and the Maxwell-Boltzmann rapidity

distribution. Since the Maxwell-Boltzmann rapidity distribution and the Bose-Einstein

rapidity distribution had the largest difference of about 20% at mid-rapidity, the system-

atic uncertainty due to choice of spectra fit function was estimated to be approximately

20%.

Figure 8.8: The rapidity density distribution for negatively charged pions calculated using
exponential fits to the spectra. Open symbols are reflected. A Gaussian was fit to the
measured points (filled symbols) with its mean fixed to mid-rapidity. The dashed line
shows the extrapolation of the Gaussian fit. Only statistical errors are shown.
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8.3 Comparison with Previous Experiments

Figure 8.9 shows the dN/dy distribution extracted from the Bose-Einstein fits, with the

dN/dy distributions measured by several other experiments at the AGS [38, 60, 61]. The

Figure 8.9: Comparison of the rapidity density distributions for negatively charged pions
from central events measured by STAR and several AGS experiments. Open symbols are
reflected. A Gaussian was fit to the measured points (filled symbols) with its mean fixed
to mid-rapidity. The dashed line shows the extrapolation of the Gaussian fit. Systematic
uncertainties are only shown for the STAR and E895 points.

E895 experiment had the most similar center-of-mass energy of 4.3 GeV. They collected

fewer events, but had broader rapidity coverage and lower pT acceptance due to their

experimental setup. Thus, their statistical errors are larger than those presented here,

but their systematic and total uncertainties are smaller. Within uncertainties, the STAR
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result agrees with the E895 result. The STAR measurement is also consistent with expec-

tations compared to the results of the E802 and E877 experiments which are at a similar,

but slightly higher center-of-mass energy of 4.9 GeV.

Figure 8.10 shows the excitation function of the mid-rapidity yields for the most central

events, scaled by the number of participants. The pion, proton, K0
s and Λ yields are all

shown. The STAR FXT yields, all measured using the dataset in this thesis, are shown

with world data [36, 38, 58, 60–75]. The STAR FXT pion yield was extracted as described
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Figure 8.10: The excitation function of the mid-rapidity yields for the most central events,
scaled by the average number of participants. The K0

s yields were scaled by 0.1 and the
proton yields were scaled by a factor of 20, to make the plot easier to read. The STAR
FXT proton measurement (red star) is consistent with the decreasing trend seen in the
world data. All the other STAR FXT measurements (red stars) are consistent with the
increasing trend seen in the world data.

in this thesis. The other STAR FXT measurements were done by other analyzers and are

outside the scope of this thesis.
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8.4 Concluding Remarks

This dissertation includes one of the first analyses of data collected by the STAR detector

operating as a fixed-target experiment. By operating STAR in fixed-target mode, STAR

can collect data at energies below
√
sNN = 7.7 GeV with statistics comparable to that of

the other BES runs. Despite the very different acceptance in the fixed-target configuration

compared to the collider configuration, π− are identified and their spectra are measured.

The background from secondary interactions is studied for the first time in this configu-

ration. The analysis pushes the capabilities of STAR to the edge of its acceptance and,

in doing so, exposes a need to improve the accuracy of the detector simulations at these

edges. After correcting for background pions and the detector acceptance and efficiency,

the spectra are fit with multiple thermal functions to obtain the π− rapidity density dis-

tribution with systematic uncertainties. The rapidity density distribution is then fit with

a Gaussian and a 4π yield is extracted. The rapidity density distribution is found to be

comparable with results from the AGS experiments. Additionally, the mid-rapidity yield

is consistent with the trend from world data.

The results presented in this dissertation are one of many results included in a larger

effort that successfully reproduces results from the AGS experiments, demonstrating that

STAR works well in a fixed-target configuration. The author presented most of these

results at the Quark Matter 2015 conference. These results convinced the Brookhaven

Nuclear & Particle Physics Program Advisory Committee to approve a STAR FXT ex-

tension of the Beam Energy Scan Program. The STAR FXT program will extend BES-II

to energies as low as 3.0 GeV. This almost doubles the µB reach of the BES program from

400 MeV to 720 MeV. As of the 2018 PAC report, eight energies have been approved

to run in fixed-target mode, with 100 million events requested for each energy. Thus,

STAR is in a good position to probe the higher baryon chemical potential region of the

phase diagram to discover what new physics may lie there. In order to achieve the BES

physics goals, two detector upgrades will be installed before BES-II begins in 2019. One

upgrade, the inner TPC (iTPC), increases the number of pad rows in the inner sectors of

the TPC to improve tracking capabilities and acceptance. The second upgrade is made
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possible through partnership with the Compressed Baryonic Matter (CBM) experiment.

STAR will install endcap time-of-flight (eTOF) modules from the CBM experiment to

improve the forward PID capabilities of STAR, which allows the CBM collaboration to

test their modules before their experiment comes online. By improving the forward ac-

ceptance and PID capabilities, the FXT program will be able to reach energies as high as
√
sNN = 7.7 GeV, providing an overlap energy with collider analyses. Having an overlap

energy will enable analyzers to cross-check the acceptance corrections of results obtained

in both configurations. In conclusion, BES-II promises a newly upgraded STAR with a

FXT extension that almost doubles the µB reach of the experiment into new territory on

the QCD phase diagram. The author is grateful for the opportunity to witness and play a

part in the growth of the STAR FXT program from a pilot run to a fully-fledged physics

program.
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