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Abstract

Experiments over the last decade at the Relativistic Heavy Ion Collider (RHIC) at the Brookhaven

National Laboratory have yielded evidence for the formation of the new state of matter called the

quark-gluon plasma (QGP). Normally, quarks (and their associated gluons) are found only in

colorless doublets (mesons) or triplets (baryons), but when raised above the cross-over threshold

at a temperature of ∼ 175 MeV, a strongly-coupled partonic medium of asymptotically free quarks

and gluons is expected to form. The focus of heavy-ion physics at both the RHIC and Large Hadron

Collider (LHC) experiments has been to study physical processes that allow for a better grasp of

the properties of this medium.

Because of the large center-of-mass energy per nucleon pair (
√
sNN ) of 2.76 TeV in Pb+Pb

collisions at the LHC and substantial delivered integrated luminosities, the study of new processes

in nucleus-nucleus collisions has become possible. One of those processes is Z-boson production,

which due to the Z-boson not interacting strongly, being produced in hard collisions and having a

decay channel that does not interact with the QGP, can act as a control in understanding the cold

nuclear matter effects present in heavy-ion collisions.

This dissertation presents the measurement of the production of Z bosons in the dimuon and

dielectron decay channels in Pb+Pb and p+p collisions at
√
sNN = 2.76 TeV obtained by the CMS

experiment at the LHC. The analysis is based on the data sample collected during the Pb+Pb run

in 2011, which corresponds to an integrated luminosity of 150 µb−1 and on the p+ p data sample

collected in 2013, at the same center-of-mass energy, with an integrated luminosity of 5.4 pb−1. The

ratio of Pb+Pb to p+p yields, scaled by the number of incoherent nucleon-nucleon collisions, RAA,

is expected to be equal to unity if there are no nuclear effects modifying the production of the Z

boson in the Pb+Pb collisions.
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The RAA for centrality-integrated Z-boson production is found to be 1.06± 0.05 (stat) ± 0.08

(syst) in the dimuon channel and 1.02±0.08 (stat) ± 0.15 (syst) in the dielectron channel, and shows

no nuclear modification across the rapidity, transverse momentum and centrality bins measured.

This result demonstrates that the binary-collision scaling is seen to hold in the kinematic region

studied, which is expected for a colorless probe that is unaffected by a deconfined QGP. It also

opens avenues to study processes that are strongly modified by the QGP, by using Z production

as a control.
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Foreword

Just as when you take ice, and heat it up, it will go from a solid to a liquid, to a gas, and then at

some point to plasma, you can change the state of matter at the nuclear level. When you take lead

particles, accelerate them to high speeds and energies, and collide them, the extremely high energy

and density in the center of the collision forms a new state of matter called the “Quark-Gluon

Plasma” (QGP) and can be thought of as a “soup of quarks and gluons.”

Usually quarks and gluons (called partons) are only found bound together inside of a nucleon

or a type of particle called a meson, but in the QGP you can see free partons. This medium is

extremely hot (2×1012 degrees Kelvin), and extremely dense (10 times denser than a nucleus), and

studying the interesting processes that occur in the medium, require controls in order to understand

what would happen if no QGP was formed. One of the controls needed is to measure the production

of a particle known as a Z boson, which does not interact with the QGP medium.

This dissertation is focused on detailing the study of Z production as a control for the QGP,

using the data from the Compact Muon Solenoid (CMS) detector at the Large Hadron Collider

(LHC), as part of the heavy-ion group here. For my research, I take the data produced in these

collisions, and study the effects that these Hard Probes experience when they interact with the

QGP medium.

The results of my analysis confirm predictions, and show that the effects of the QGP on Zs

produced in collisions and passing through the QGP are small, and they help to set limits on the

level of the effect expected on other signals measured at the LHC. This opens the doors for new

analyses that can use this result as a baseline in understanding the properties of the QGP matter.
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Chapter 1

Introduction

The Z boson was first observed by the UA1 and UA2 experiments at CERN over thirty years

ago in proton-antiproton collisions at a center-of-mass energy of 540 GeV [1, 2]. Since then,

its properties have been characterised in detail by a succession of collider experiments [3–10].

These properties have been well measured at different center-of-mass energies in electron-positron,

proton-proton, and proton-antiproton collisions, and those measured values play an important role

in this dissertation:

• Decay channels: the fact that the Z-boson decays into lepton pairs (dileptons) makes the

measurement of the Z accessible to the CMS detector in both the muon and electron decay

channels.

• Mass: the mass of the Z (mZ ≈ 90 GeV/c2) sets the momentum scale for the daughter

leptons (pµe
T

) measured in the detector.

• Decay width: since the decay width of the Z boson is comparable to the detector resolution,

the shape measured in real data, and generated in simulated data, needs to be specified by

physics as well as detector contributions.

Once produced, electroweak bosons such as the Z-boson decay with a typical lifetime of 0.1 fm/c,

which is well within the medium formed in nucleus-nucleus collisions, whose transverse length is on

the order of 10 fm. Leptonic decays are thus of particular interest since leptons pass through the
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medium being probed without strong interaction, regardless of whether it is partonic or hadronic.

Dileptons from Z bosons can thus serve as an in situ control for the processes expected to be heavily

modified in the QGP, such as quarkonium production or the production of an opposite-side jet in

Z + jet processes [11–13]. However, in heavy-ion collisions, Z-boson production can be affected by

initial-state effects. The modification of the yield in heavy-ion collisions is expected to be about 3%

due to the combination of the following: isospin effects resulting from the proton-neutron (or u-d

quark) ratio not being equal to one in the Pb nuclei [14], and multiple scattering and energy loss

of the initial partons [15]. In addition, the nuclear modification of parton distribution functions

(PDF) can lead to changes on the order of 5% in the observed Z-boson yield in Pb+Pb collisions,

depending on the dilepton rapidity [16].

Based on the first Pb+Pb collisions at the LHC, with an integrated luminosity of 7.2 µb−1,

the Compact Muon Solenoid (CMS) collaboration at the LHC reported first results on the Z →

µ+µ− [17], W± → µ±ν [18] and isolated photon [19] production in Pb+Pb collisions. These results

showed that within the errors of the experiments, electroweak bosons are essentially unmodified by

the QGP.

The measurement of the Z was a proof-of-principle measurement with a statistical uncertainty

of 25% for the centrality-integrated point. In late 2011, CMS collected a factor of 20 times more

Pb+Pb collision data at
√
sNN = 2.76 TeV, corresponding to an integrated luminosity of about

150 µb−1. In 2013, CMS recorded at the same center-of-mass energy, a total integrated luminosity

of 5.4 pb−1 of p+ p data. By using these higher-statistics data, more detailed studies as a function

of transverse momentum (pT ), rapidity (y), and collision centrality can be made.

It is the purpose of this thesis to use these two data sets to measure the nuclear modification

factor (RAA), defined as the ratio of Pb+Pb and p + p yields scaled by the number of incoherent

nucleon-nucleon collisions, for the Z boson as a function of pT , y, and collision centrality. The

electron channel is used for the first time to measure Z-boson production in heavy-ion collisions in

CMS, and, along with the muon channel, this measurement will provide a measurement of the cold

nuclear matter (CNM) effects present in heavy-ion collisions for the kinematic regions studied.
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This thesis is organized in the following manner. In Chapter 2, the underlying theory is

presented including the production of electroweak probes and the study of the formation of the

Quark-Gluon Plasma. Chapter 3 covers the Experimental facilities of the LHC as well as the CMS

detector. Chapter 4 covers the data collection and reconstruction process, as well as the creation

of the simulated datasets used in the analysis. Chapter 5 focuses on the analysis of the Z decaying

to the dimuon and dielectron channels in Pb+Pb collisions, and Chapter 6 covers the analysis in

p+ p collisions. The results are discussed in Chapter 7, including the measurement of the RAA and

the combination of the two channels, and the thesis ends with the conclusions in Chapter 8.
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Chapter 2

Theory Overview

2.1 The Standard Model of Particle Physics

Physics is essentially the study of forces. Throughout this past century, physicists have studied four

forces: the strong force, weak force, electromagnetic force and gravitational force. In the second

half of the 20th century, physicists developed the Standard Model of particle physics in an effort to

combine the strong, weak and electromagnetic forces in a simple and meaningful way. This model,

which has been around in its current form since the 1970s, has been extremely successful, not only

in explaining the phenomena we see in the universe, but also in predicting the presence of new

particles and phenomena.

At its essence, the Standard Model states that the strong, weak and electromagnetic interactions

occur between spin-½ particles by exchanging spin-one bosons amongst themselves. Figure 2.1

shows the structure of the Standard Model of particle physics, with the spin-half particles called

fermions on the left and the integer spin particles called bosons on the right. The fermions are split

into two categories: quarks on the top, and leptons on the bottom. The quarks interact strongly

via gluons, electromagnetically through photons, and weakly via the massive electroweak bosons

(W± and Z-bosons). Since leptons do not carry color charge (the charge associated with the strong

force), they do not interact strongly. The leptons can interact weakly, but only the electron, muon

and tau leptons interact electromagnetically, as they carry electric charge.
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The final boson which is left on its own is the Higgs boson. It is an excitation in the Higgs field,

whose interaction provides particles with their various masses [20–23].

Figure 2.1: The Standard Model of elementary particles [24].

Although the electroweak theory is well understood and predictive in the sense that theory

and experiment agree very well, it is more challenging to develop models for the strong force. For

this reason, the study of the strongly interacting Quark-Gluon Plasma (QGP) medium is very

challenging, and severely limited by the complexity of the strong force. In order to simplify the

study of the properties the QGP, it is important to first study well-understood and controlled

signals such as the heavy electroweak bosons passing through the strongly-interacting medium.

To understand Z-boson production in the QGP, an understanding of Electroweak Theory and

Quantum Chromodynamics (QCD) is necessary.
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2.2 Electroweak Theory

The electroweak theory was proposed as a unification of the electromagnetic and the weak interactions

by Glashow, Salam, and Weinberg, for which they received the Nobel Prize in Physics in 1979

[25–27]. Electroweak theory describes how the electroweak bosons (the photon (γ), the W±, and

the Z boson) interact with matter. The major pieces of evidence that helped solidify this theory

came first with the discovery of neutral currents by the Gargamelle bubble chamber, which was

interpreted as a neutrino interacting via the exchange of a Z boson [28], followed by the observation

of W± and Z boson decays at the Super Proton Synchrotron. Carlo Rubbia and Simon van der

Meer shared the Nobel Prize in Physics in 1984 for their work leading to the discovery of the W

and Z bosons [1, 2, 29,30].

The electromagnetic force is mediated by the photon, and acts upon all particles that carry

electric charge. The electromagnetic force follows the 1/r2 law originally discovered by Coulomb,

in the sense that particles having the same electric charge are repelled and particles having opposite

charge are attracted to each other with a force that falls off as the square of the distance between

them. The strength of the interaction is characterized by the fine structure constant, α, which is

known to 0.25 parts per billion, and is on the order of 1/137.

The weak force is mediated by the Z and W± bosons. These bosons interact with all quarks and

leptons, although due to the large masses of the mediating bosons, weak interactions occur only over

a short distance. This is in contrast to the electromagnetic force, mediated by massless photons,

which has an infinite range. The weak force is the “weakest” force described in the Standard Model,

with the coupling constant, αW ∼ 10−6. The weak force is known for the role it plays in decays, as

it is the only force that induces flavor-changing currents through W± interactions. This swapping

of flavors in the quark and lepton sectors allows for processes such as beta decay (n→ peν̄e), which

requires the change of a down quark to an up quark, and muon decay (µ→ eν̄eνµ), which requires

the change of a muon to an electron and two neutrinos.
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2.3 QCD

In the theory of QCD, particles with “color” charge interact via the strong force through the

exchange of mediators with “color” charge. The idea of “color” was chosen in analogy with the

three primary colors, resulting in the “chromo” root of Quantum Chromodynamics. Each quark

carries one of three color charges (red, green, or blue), and each mediator gluon carries one color

charge and one anti-color charge. Together, the quarks and gluons are referred to as partons and

comprise the group of objects that interact strongly.

Several characteristics of QCD are crucial in distinguishing it from QED. First of all, QCD

is a non-Abelian gauge theory, which among other things results in gluons being able to interact

with other gluons, resulting in increasing interaction strength at increasing distance scales. This

fact results in two crucial and intimately related characteristics of QCD: asymptotic freedom and

confinement [31].

Asymptotic freedom states that the force between two color carrying particles will go to zero

as the distance between them goes to zero, and becomes very strong as that distance increases.

This can be seen in the strong coupling constant αS , which to leading order is derived from the

properties of QCD to be:

αs(Q
2) =

12π

(11Nc − 2nf ) log(Q2/Λ2)
(2.1)

where Λ is the QCD scale parameter, Nc = 3 is the number of quark colors, nf = 6 is the number

of quark flavors, and Q2 is the value of the momentum transfer squared in a 2→2 process. This

equation demonstrates that at small distance scales, corresponding to large momentum transfer,

as Q2 → ∞, αs → 0, and at large distance scales, corresponding to small momentum transfer,

αs → ∞, Q2 → Λ2. The calculation and experimental measurement of this running constant can

be seen in Fig. 2.2.

Asymptotic freedom leads directly to confinement, which is simply the fact that solitary partons

are forbidden. Quarks can therefore only be found in either color neutral doublets called mesons,

which are quark-antiquark pairs, or triplets called baryons such as protons and neutrons.
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Figure 2.2: Measurement and theoretical prediction of the QCD coupling constant as a function of
energy [32].

2.4 Formation of the QGP

In hadronic collisions, such as proton-proton (p+ p) collisions at the Large Hadron Collider (LHC)

as two partons get further and further apart, the bond between them gets stronger and it becomes

energetically favorable to form quark-antiquark pairs, which result in the formation of new mesons

and baryons. Although these parton collisions and the resulting particles may be challenging

to measure fully in an experiment, the theory of QCD can be used consistently in providing a

theoretical framework and predictions for the processes that occur.

Once QCD is taken into an extremely hot and dense medium, such as the state of the universe

10−6 seconds after the big bang, and such as the medium formed in ultra-relativistic heavy-ion

collisions, the picture becomes much more complicated. At temperatures above the critical temperature

(Tc ∼ 175 MeV) and at large energy densities (ε > 1 GeV/fm3), a new state of matter known as

QGP is predicted to be formed which is characterized by the following:

• strongly interacting medium: the medium formed is strongly coupled, which results in hadronic
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matter produced in or passing through the medium being significantly modified via the strong

force.

• deconfined partons: since outside of the QGP, partons are only found within doublet or triplet

states, the relevant degrees of freedom are those states. Within the QGP, the partons move

independently and the relevant degrees of freedom for the medium are the quarks and gluons

themselves.

These properties of the medium result in several major signatures (two of which are described

here) for the formation of the QGP, which are not only useful in demonstrating the formation of

the medium, but also in measuring the properties of the QGP.

2.4.1 Heavy Quarkonia Suppression

One of the first processes to be introduced as a signature for the formation of the QGP was heavy

quarkonia suppression, introduced by Matsui and Satz in 1986 [33]. Quarkonia, mesons made up

of charm or bottom quarks, are produced in ultrarelativistic collisions. Originally looking at the

J/ψ, Matsui and Satz proposed that, according to lattice QCD calculations, there is a temperature

above which the J/ψ will dissociate, resulting in the melting of the J/ψ state in the QGP and a

suppression of the production compared to what is seen when no QGP is formed.

Although the situation turns out to be much less “unambiguous” than was originally thought for

claiming the observation of this signature as an observation of QGP formation, measuring quarkonia

suppression has played a crucial part in understanding the properties of the QGP. In particular

the recent measurements at the LHC and RHIC [34, 35] of the suppression of the Upsilon meson

(Υ), a bottom/anti-bottom quark bound state, have been significant in testing our understanding of

quarkonia suppression. According to lattice QCD calculations, due to the different binding energies

of the ground state (1S) and two excited states (2S and 3S) of the Υ, the states experience

sequential suppression where the more excited states dissociate at lower temperatures than the

ground state [36].

Since quarkonia have large masses compared to the light mesons, they are not significantly

modified as they pass through the QGP, and since their production primarily comes from gluon-gluon
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fusion, they are predominantly produced in the early stages of the collision. These two factors

combined with the differing binding energies of the three states contribute to the relative suppression

of the states being useful as a thermometer for the medium formed in the collision.

2.4.2 Away-side Jet Suppression

Jets are produced in a collision when an energetic parton resulting from the collision begins

hadronizing by pulling particles out of the vacuum and forming a narrow cone of collinear particles [37].

As jets pass through the QGP where color fields are manifest, it is expected that the energetic

partons will radiate gluons and the jets end up being broader and possibly softer than those

passing through a vacuum. The induced energy loss via gluon bremsstrahlung depends on the

medium density. The study of jets is therefore crucial in studying the energy density of the QGP,

looking at the energy loss of partons passing through the strongly-coupled medium [38].

One of the earliest major results demonstrating the energy loss of partons passing through

the QGP came from the Solenoidal Tracker at RHIC (STAR), which showed evidence for the

suppression of high-pT hadrons in heavy-ion collisions (specifically gold-gold (Au+Au) collisions)

relative to proton-proton (p + p) and deuteron-gold (d+Au) collisions. Figure 2.3 [39] shows the

dihadron correlations between particles in a single heavy-ion collision. The x-axis is the azimuthal

separation (∆φ) between the leading (highest pT ) hadron and another measured hadron. The red

(green) points represent central (minimum bias) d+Au collisions, the blue stars represent central

Au+Au collisions, the line histogram represents the minimum bias p+ p collisions, and the vertical

lines represent the statistical errors in the measurement. In the figure, the points near ∆φ ∼ 0

show the near-side peak of hadrons which represent collimated hadrons in the leading jet and the

points near ∆φ ∼ π show the away-side peak of hadrons which represent collimated hadrons in the

jet traveling opposite to the leading jet. The near-side peak is prominent in all collision geometries

whereas the away-side peak is seen in the p + p and d+Au collisions, but is suppressed in central

Au+Au collisions. This suppression is understood as being due to energy loss of strongly interacting

particles in the sub-leading jet passing through more of the QGP than those in the leading jet.

Due to the luminosities that have been achieved and the great increase in center of mass energy
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Figure 2.3: STAR results showing the away-side peak in di-hadron correlations in proton-proton
and d+Au collisions, with the away-side peak suppressed in Au+Au collisions [39].
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(
√
sNN ) available at the LHC, the process of studying jets has moved to tagging and studying the

jets themselves, allowing for impressive event displays such as the ones shown in Fig. 2.4 and to

eventually study in detail jet hadronization and energy loss in the QGP.

Figure 2.4: CMS event showing a large dijet imbalance, the signature for away-side jet
suppression [40].

2.5 Electroweak Probes and the QGP at the LHC

With the unprecedented energies achieved at the LHC, the major focus of the LHC Physics program

is in High Energy Physics and the search for new particles, including the recent discovery of a

Higgs Boson [41]. In High Energy Physics, the 7 TeV center-of-mass energy achieved once the

collider started running was a factor of 3.5 increase in energy over the previous record holder, the

Tevatron, which reached an energy of 1.96 TeV. In heavy-ion physics, the 2.76 TeV center-of-mass

per nucleon-nucleon pair in the Pb+Pb collisions is a factor of ≈ 14 increase in energy over the 200

GeV available at the Relativistic Heavy Ion Collider (RHIC).

This increase in energy results in a significant increase in production cross section for rare hard

probes that have been crucial for the study of the QGP at lower center-of-mass energies, such

as the J/ψ and Υ mesons. The increase has also made probes available that were unavailable at

lower energies, such as the W± and Z bosons. These bosons are not only interesting to study on

their own, but are also useful as controls for understanding the complexity of QGP formation in

heavy-ion collisions.
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2.5.1 Glauber Model

In order to understand the effect that the QGP has on the production and transport of partons

passing through the medium, there must first be some control with which to compare what is

expected when no QGP is formed. The first control that is used is taking p + p collisions and

scaling them by the geometry of the collision. Since a lead nucleus colliding with another lead

nucleus involves a much greater number of participating nucleons compared to a p + p collision,

and a different distribution of partons than a proton colliding with a proton, a model must be

developed to scale p + p collisions to what would be expected if a heavy-ion collision were just a

superposition of nucleon-nucleon collisions. The model used in this thesis is the Glauber model,

described in Ref. [42].

The Glauber model is crucial in setting the scaling required to compare the production of

particles such as the Υ mesons and the Z bosons. In order to determine whether what is seen in a

heavy-ion collision is what would be expected by scaling the p+ p collisions given the geometry of

the heavy-ion collision or whether it is different than expected and may be of interest in the study

of the QGP, the scaling must be accurate and reflective of what actually occurs in a collision.

2.5.2 Cold Nuclear Matter Effects

Although scaling p+p collisions by the number of nucleon-nucleon collisions can model the heavy-ion

collision as a system of independent NN collisions, there are significant initial-state effects that are

not reflected by just scaling the p + p reference. Put simply, a lead nucleus colliding with a lead

nucleus is not the same thing as 208 protons and neutrons colliding with 208 protons and neutrons.

The effects resulting from this difference are called cold nuclear matter (CNM) effects, and are

challenging to decouple from the differences that result from the formation of the QGP, which

are called hot nuclear matter (HNM) effects. More controls are needed in order to separate these

effects.

The first control used that can assist in the understanding of CNM effects is that of looking at

proton-nucleus (p+A) collisions. These collisions explore how a proton colliding with a nucleus

is different than taking a collision between two protons and scaling by the number of binary
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nucleon-nucleon collisions that occur when a proton collides with a nucleus, without needing to

take into account the formation of the QGP (since no QGP is expected to form in a p+A collision).

This control has the added benefit of taking into account CNM effects, but can be challenging to

study due to ambiguities that come up in the understanding of the geometry and centrality of a

p+A collision, as well as requiring a separate run that can be technically challenging to carry out.

The second set of controls that can be used to understand CNM effects are particles produced

in heavy-ion collisions that are not significantly modified by the strongly interacting medium.

Leptons and the electroweak bosons are good candidates for these controls, although particles such

as photons and electrons are produced in such abundance that getting a clean signal in p+ p and

Pb+Pb collisions from these individual particles would be impossible. Instead we turn to the W±

and Z bosons.

2.5.3 Heavy Electroweak Probes: A Control Experiment

Electroweak boson production is rare, but these bosons are useful because these should only be

affected by initial-state effects. The W and Z bosons decay within the medium with a typical

lifetime of 0.1 fm/c but, since they have leptonic decay channels where the daughter leptons will

also not be affected by the strongly interacting medium, they can be cleanly reconstructed without

being affected by the formation of the QGP. This makes them excellent candidates for acting

as controls for understanding CNM effects and decoupling CNM and HNM effects in heavy-ion

collisions. The main production mechanisms for the Z, and the decay of the Z to dileptons are

discussed in Section 2.6.1, and shown in Fig. 2.6.

The measurement of W± and Z boson production gives us a way of testing the Glauber model

scaling of p+ p collisions since only CNM effects will modify their production. They also serve as a

control within an event to study heavily-modified processes such as jet production and quenching,

by looking at Z+jet events to measure energy loss in a jet in an unbiased manner. Thus, the heavy

electroweak probes can have a unique role in disentangling the CNM and HNM effects experienced

by particles modified by the formation of the QGP.
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2.6 Z Bosons in Heavy-Ion Collisions at the LHC

2.6.1 Z Boson Production and Decay

The mass of the Z boson is 91.2 GeV [31], requiring a very hard and rare process to produce it.

Figure 2.5 shows the parton distribution functions (PDF) of gluons, sea quarks and valence quarks

in a proton and their associated uncertainties using the NNLO MSTW2008 parameterization at a

scale of 10 GeV and 10 TeV. The PDFs are shown as a function of Bjorken x (denoted as x in

the plots), which represents the fraction of the total proton momentum that the colliding parton

carries. Given the mass of the Z (mZ ∼ 90 GeV), and the beam energy (
√
sNN = 2.76 TeV),

the momentum fraction carried by the partons involved in the collision will be on the order of

x ∼ mZ/
√
sNN ∼ 0.03, and therefore will involve a collision of sea-quarks and/or gluons.

Figure 2.5: Structure functions of the proton and their associated uncertainties using the NNLO
MSTW2008 parameterization at a scale of 10 GeV and 10 TeV [43].

Since the Z boson does not couple to the gluon, the dominant production mechanisms are the

ones shown in Fig. 2.6. The main decay channels for the Z are those to hadrons and neutrinos, but

the e+e−, µ+µ−, and τ+τ− decay modes each occur 3.4% of the time.
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Figure 2.8: One next to leading order diagram
of the Drell-Yan process

s = (p1 + p2)2 = (x1P1 + x2P2)2 ≈ 2x1x2P1P2 = 2x1x2S

where xi denotes the fraction of the proton’s four-momentum. This energy s must be at least
mZ and therefore

x1x2 >
m2Z
S

For an average typical value x ≈ x1 ≈ x2 it follows

x ≈ mZ√
S

≈ 0.01

for the expected collision energy at the Large Hadron Collider of 14TeV . Comparing this
small value with the structure functions of the proton shown in Figure 2.5 it becomes obvious
that gluons are the dominating partons. Hence this raises the question, why the process
qg → qZ/γ∗ is not dominating. This can be explained by two facts: at these high energies,
the assumption x1 ≈ x2 may not be valid; moreover, the annihilation of qq̄ leads to a resonant
production of the Z boson which is enhanced by many orders of magnitude.

A next-to-next-to-leading order calculation of the total cross section of the process pp → Z
at a center of mass of 14TeV yields6 1880 nb± 70 nb. The systematic theoretical uncertainty
of the cross section arises from the uncertainties of the CTEQ 6.2 PDF functions, which have
been used [24].

6It should be noted that this cross section does not include the photon mixing contribution
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Figure 2.6: Feynman diagrams for the Production of the Z and decay to dimuons in the qq̄ → Z →
µ+µ− (top) and qg → qZ → qµ+µ− (bottom)

2.6.2 Initial State Modification

After the Z boson is produced, it and the dileptons it decays into are unmodified by the QGP

formed in the heavy-ion collision. When compared to production in p+ p scaled by the number of

binary nucleon-nucleon collisions, there will be some modification due to the fact that the nuclear

parton distribution functions (nPDFs) will have modified relative distributions from those shown

in Fig. 2.5. As mentioned before, these are CNM effects, which are a combination of a variety of

effects.

One of the most important CNM effects is the difference in isospin between protons and

neutrons. Since the Pb nucleus is composed of a combination of 82 protons and 126 neutrons,

the distribution of up and down quarks will be significantly different from those in protons. This

results in a significantly modified PDF from that shown in Fig. 2.5. This effect must be accounted

for in predictions and simulations, by using the up and down quark distributions expected in the

Pb nucleus.
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One model which attempts to take into account the remaining CNM effects on the PDFs, to

obtain nPDFs, is EPS09 [44], whose general assumed shape is shown in Fig. 2.7. In the figure, RAi

refers to the nuclear modification of PDFs in a free proton compared to a nucleus. The i refers

to the parton type (gluon, valence quark or sea quark) and A refers to the type of nucleus. The

downward trend as x→ 0 (shadowing) is in part due to the fact that a parton in that x-region that

has already scattered will be less likely to be involved in another collision, with the upward trend

at mid-x (anti-shadowing) being the inverse. The dip at high-x (EMC effect) refers to an effect

that has been seen in nuclear deep inelastic scattering for over 30 years. There are a large number

of competing explanations related to the local and global nuclear structure on the market [45–51].

Finally, the peak at high-x (Fermi motion) is related to the quantum motion of nucleons bound

inside the nucleus.
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Figure 1: An illustration of the fit function RA
i (x) and the role of the parameters xa, xe, y0,

ya, and ye.

2.3 Experimental input and cross-sections

The main body of the data in our analysis consists of ℓ + A DIS measurements. We
also utilize the DY dilepton production data from fixed target p+A collisions at Fermi-
lab and inclusive neutral-pion production data measured in d+Au and p+p collisions
at RHIC1. Table 1 lists the sets included in our analysis and Fig. 2 displays their
kinematical reach in the (x, Q2)-plane. We will use the following notation:

RA
DIS(x, Q2) ≡

1
A
dσlA

DIS/dQ2dx
1
2
dσld

DIS/dQ2dx
, RA

F2
(x, Q2) ≡ F A

2 (x, Q2)

F d
2 (x, Q2)

RA
DY(x1,2, M

2) ≡
1
A
dσpA

DY/dM2dx1,2

1
2
dσpd

DY/dM2dx1,2

(6)

Rπ
dAu ≡ 1

⟨Ncoll⟩
d2NdAu

π /dpTdy

d2Npp
π /dpT dy

min.bias
=

1
2A

d2σdAu
π /dpT dy

d2σpp
π /dpTdy

.

The kinematical variables in DIS are the Bjorken-x and the virtuality of the photon Q2.
In DY M2 denotes the invariant mass of the lepton pair, and x1,2 ≡

√
M2/s e±y where

y is the pair rapidity. The inclusive pion production is characterized by the transverse
momentum pT and rapidity y of the outgoing pion. The average number of binary
nucleon-nucleon collisions (in the centrality class studied) is denoted by ⟨Ncoll⟩. In
this analysis we only consider minimum bias data, and do not focus on the transverse
coordinate dependence of the nPDFs. The kinematical cuts we impose on the data are
M2, Q2 ≥ 1.69 GeV2 for DIS and DY, and pT ≥ 1.7 GeV for inclusive pion production.

All cross-sections are calculated in the collinear factorization formalism folding the

1In contrast to our previous analysis [4], we do not include the BRAHMS forward rapidity charged
hadron d+Au data here. These data will be separately discussed in Sec. 4.

4

Figure 2.7: General line shape description for the EPS09 model describing the RAi or nuclear
modification to the free proton PDFs [44].

The modification seen in Fig. 2.7 is a general description, so in Fig. 2.8 are shown fits to a

combination of actual nuclear deep inelastic scattering (nDIS) data, Drell-Yan results in fixed-target

collisions and π0 measurements from RHIC. These data illustrate the level of modification expected

in the nPDFs.
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For the sea quarks (S) and gluons (G) involved in the production of the Z, the expected

modification for x ∼ 3× 10−2 is small, since RPb
S (3× 10−2) ∼ 1, and RPb

G (3× 10−2) ∼ 1. However,

as the x decreases, the PDF are more strongly modified, which means that production of the Z

from balanced partons (where both partons have about the same x) is not to be heavily modified

by CNM effects, while imbalanced partons (where the partons have very different x) are expected

to be more heavily modified by CNM effects. This effect can be measured by looking at the Z

production as a function of x, which is possible by looking at the final direction of motion of the

Z in terms of being in the direction of the original motion of one of the partons involved in the

collision. The parameter of interest that describes that direction is called rapidity, and will be

defined and discussed in Chapter 3.

The modification of Z boson production in Pb+Pb collisions measured in CMS relative to the

production seen in p + p collisions is expected to be small and due to shadowing effects of order

∼ 10% and possible rapidity dependencies. The measurement of these effects can then be used

to constrain the Pb nPDFs, allowing for the decoupling of hot and cold nuclear matter effects in

heavy-ion collisions. Further discussion on these effects can be found Reference [52,53].

The details of the CMS measurement are described in the following chapter.
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Chapter 3

Experimental Facilities

3.1 LHC

The Large Hadron Collider is a two-ring accelerator and collider installed in the tunnels originally

built for the Large Electron-Positron Collider (LEP) at the European Organization for Nuclear

Research (CERN) in the 1980s. The tunnel has a circumference of 26.7 km and is located between

45 and 170 m below the surface of both French and Swiss territory.

3.1.1 LHC Layout and Design

As can be seen in Fig. 3.1, the LHC is split into 8 different Octants. The stations set up to manage

that section of the LHC are referred to by point N, where N is a reference to the number of the

Octant it is in. The LHC is currently set up as two rings where beams in one ring travel in a

clockwise direction, beams in the second ring travel in the counterclockwise direction, and the two

rings intersect at four interaction points (IPs). At each of these points there is a detector that is

used to observe the collisions that occur as the beams cross. A Toroidal Large LHC ApparatuS

(ATLAS) is at point 1. ATLAS is the largest general purpose detector built to discover the Higgs

Boson, and any other new physics that may be in reach at the energies reached. A Large Ion

Collider Experiment (ALICE) detector is at point 2. ALICE is a detector dedicated to studying

heavy-ion collisions at the LHC. The Compact Muon Solenoid (CMS) detector is at point 5. CMS
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is a compact general purpose detector built to compete with ATLAS in discovering the Higgs Boson

and looking for new physics beyond the standard model. Due to the general construction of the

detector, it is also fit for measuring heavy-ion collisions. The Large Hadron Collider Beauty (LHCb)

experiment is at point 8 and is focused entirely on studying beauty production and decay in an

effort to understand the particle-antiparticle asymmetry observed in nature [54–57].

Figure 3.1: Schematic layout of the LHC (left) and photographic view from above (right) [58].

The LHC accelerator was designed to run two beams of protons in opposite directions which

would collide at
√
s = 14 TeV. Due to significant damage done to the accelerator near the beginning

of running at that energy, when a magnet quenched and dumped a significant amount of energy

into the accelerator, the LHC has run proton-proton collisions at more conservative energies of

√
s = 7 TeV and 8 TeV. During Long Shutdown 1 (February 2013 - November 2015), the accelerator

is undergoing repairs, maintenance and upgrades that will allow the safe running of
√
s = 13 TeV

p+ p collisions.

Not only is the LHC a large step up in beam energy, but it is also designed to reach staggering

peak luminosities, which results in an increase in the number of collisions occurring per second.

The number of events generated per second (Nevent) in collisions is given by:

Nevent = Lσevent (3.1)
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In this equation σevent is the cross section for an event occurring, and L corresponds to the

luminosity, which is given by the equation:

L =
N2
b nbfrevγr
4πεnβ∗

F (3.2)

Here, Nb is the number of particles in a bunch, nb is the number of bunches in one beam, frev is the

number of revolutions per second, γr is the relativistic gamma factor, εn is the normalized transverse

beam emittance corresponding to how tight the bunch is in the transverse plane, β∗ is the beta

function at the collision point which refers to how tight the beam is squeezed by the quadrupole

magnets at the IP, and F is the geometric luminosity reduction factor due to the crossing angle at

the IP. Over the course of the LHC running, the accelerator physicists have tuned the parameters

of the collider to increase the peak luminosity of the machine, which has almost reached the design

luminosity of L = 1034 cm−2 s−1. Although the same beams intersect at each collision point along

the ring, parameters like β∗ are different at each intersection point, making it possible to provide

each experiment with a luminosity specific to its needs. In particular, luminosities are smaller for

ALICE and LHCb during the p+ p running than for CMS and ATLAS whereas in Pb+Pb running

ALICE, ATLAS, and CMS have similar peak luminosities.

3.1.2 LHC Injection Chain

The series of steps required to take protons from the hydrogen gas at the beginning of the injection

chain to a beam of protons at an energy of 3.5 TeV (designed to reach an energy of 7 TeV) is shown

in Fig. 3.2. The protons begin as hydrogen gas which is grouped into particle bunches. These

particle bunches have their electrons stripped off and are taken through a series of accelerators that

boost the protons to a specific energy, and then feed those proton bunches into the next accelerator

in the chain. Once the protons have gone through the booster, proton synchrotron (PS) and super

proton synchrotron (SPS) they are fed into the LHC as bunches in two beams revolving in opposite

directions. The beams are then boosted on every pass around the ring by the RF cavity of Octant

4, and cleaned and focused by the magnets, until the beams are at the desired collision energy.

Then the beams are focused together at the IPs.
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Figure 3.2: Schematic showing the various CERN experiments, along with the injection chain path
for beams colliding in the LHC [58].
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3.1.3 LHC as a Heavy-Ion Collider

Although the LHC was built for running proton-proton (p + p) collisions, the accelerator was

designed to be flexible enough to carry out collisions with nuclear beams. The strength of the

magnets determine the energy of the beams that can be kept in the ring. Since the force of the

magnet relative to the mass of the nuclear species scales with Z/A, where Z is the number of

protons in the nucleus, and A is the mass number, using the same magnets, the center-of-mass per

nucleon energy decreases going from protons to lead-208 nuclei, which have 82 protons and 126

neutrons.

In 2010 and late 2011 the LHC ran Pb+Pb collisions at an energy of
√
sNN = 2.76 TeV. In 2013

the LHC ran p+Pb collisions, where the proton beam had an energy of 4 TeV, and the lead beam

had an energy of 1.58 TeV. When boosted into the center-of-mass frame, the resulting collisions

are at a center-of-mass energy of 5.02 TeV. In these collisions, the center-of-mass frame is shifted

from the lab frame in the direction of motion of the proton.

The injection chain for the lead beam begins with evaporated lead that is bunched together in

groups. Some of the electrons are stripped from the atoms, at which point the lead atoms are fed

into the linear accelerator set up for ions (LINAC 3 in Fig. 3.2). The bunches are then sent to the

Low Energy Ion Ring (LEIR), which is an upgrade of the original Low Energy Antiproton Ring

(LEAR), where they are accelerated to a high energy that they can be injected into the PS. The

rest of injection chain matches what is done for the proton beams.

3.2 The CMS Detector

The CMS detector, shown in Fig. 3.3, was designed as a multi-purpose detector that could run

at, and take advantage of, the energies and luminosities supplied by the LHC. It was designed to

be a detector that could be run in parallel with the ATLAS detector and act both as competition

and a cross-check for the new physics discoveries that the LHC collisions could provide. The main

distinctions between the two detectors are summarized in CMS’s name. CMS was designed with

the following characteristics:
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Figure 3.3: Schematic of the CMS detector [56].
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• Compact: When designs for the CMS detector were first proposed, there were two competing

designs whose distinguishing feature was their size. Specifically, the question was whether

the tracker and calorimeters should all be built to fit within the magnet, or whether the

calorimeters would be split up. In the end the more compact design was chosen. The ATLAS

experiment weighs 7,000 tons, is 46 m long and 25 m in diameter, taking up a volume of

23,000 m3, and resulting in a density of ∼ 300 kg/m3. The CMS detector weighs 12,500 tons,

is 21.6 m long and 15 m in diameter, taking up a volume of 3,800 m3, resulting in a density

of ∼ 3000 kg/m3.

• Muon: Although built to be as versatile as possible, the CMS detector was built with muons

at heart. Specifically the detector has three overlapping muon sub-detectors using three

different technologies that provide full azimuthal coverage, fast triggering, good momentum

resolution, and very little background. Its muon capabilities are a huge step up from previous

experiments, and provides a clean signal for analyses requiring the detection of a muon.

• Solenoid: The central feature of CMS is the 4 Tesla (T) solenoidal magnet (run at 3.8 T

in order to increase longevity), which provides excellent momentum resolution, as well as

much of the detector’s structural support. Whereas the toroidal magnet in ATLAS produces

a complex magnetic field, which changes throughout the entire volume, the solenoid magnet

produces a near uniform 3.8 T field within the volume and a 2 T field that radially falls off

slowly outside of the magnet.

These three features make CMS a powerful discovery machine that has been used to discover

the Higgs, and is well suited to measure Z production in a heavy-ion environment.

3.2.1 CMS Coordinate System

CMS uses a right-handed coordinate system, set up so that the origin is at the nominal interaction

point. The x-axis points to the center of the LHC, the y-axis points up (perpendicular to the

LHC plane), and the z-axis points along the anticlockwise-beam direction. Due to the cylindrical

symmetry of the detector and spherical symmetry of the collisions originating at the center of the
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detector, the set of coordinates most heavily used is with the z-axis in the anticlockwise-beam

direction, θ as the polar angle which goes from 0 to π as it sweeps from the +z direction to the -z

direction, and φ as the azimuthal angle which goes from 0 to 2π as it travels azimuthally around

the detector. As is commonly done in collider physics, instead of using θ, pseudorapidity (η) is

used, defined as:

η = − ln[tan(θ/2)] (3.3)

This set of coordinates (z, η, and φ) allows for the simplest description of motion and detection of

particles in the CMS detector. Figure 3.4 shows a side view of the CMS detector in terms of these

coordinates, where the detector is identical for all values of φ.

Figure 3.4: Side view of the CMS detector, showing the z and η range of each portion of the
detector [56].

3.2.2 Inner Tracker

The inner tracker is housed within a cylinder that is 5.8 m long and 2.6 m in diameter. It is the

sub-detector that is closest to the interaction region, and which receives both the largest amount of
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information, as well as the largest amount of damage from particles passing through the material

of the detector. When deciding on the design of the tracker, several major competing concerns

needed to be taken into account:

• Lifetime: technologies that are radiation hard are required, due to the intense amount of

radiation that would be experienced over the 10 year expected lifetime of the tracker. Even

designs that would allow for quick change weren’t enough, since during the long running period

of the LHC, there are only a few periods where dead channels and parts can be replaced.

• High granularity: the goal of the tracker is to provide high precision measurements of

charged-particle tracks as well as the ability to reconstruct secondary vertices with high

precision. This requires a tracker with extremely fine segmentation and high granularity.

• Fast: at the LHC design luminosity of 1034 cm−2 s−1, bunch crossings occur every 25 ns,

and therefore the tracker response must be fast. For many of the triggers used in CMS, the

information in the tracker is crucial in determining whether or not the event is interesting.

• Minimizing material: although there must be material in the tracker in order to measure

particles produced in the collision, extra material will result in interactions that will complicate

the measurement of particles passing through CMS. Thus, minimizing the amount of material

used is important in removing background interactions.

• Cost: the tracker is very important, and is a priority in the detector budget, but since the

tracker is enormous (the CMS tracker is ∼ 200 m2), keeping the cost to a workable amount

is challenging.

Compromises were needed in order for the tracker to be acceptable in all of these areas, and

in the end the current design was agreed upon. The 3 inner layers of the tracker are silicon pixel

detectors which provide high precision measurements of charged-particle tracks as well as the ability

to reconstruct secondary vertices with high precision. Outside of the pixel layers, there are 10 layers

of silicon microstrip detectors which are crucial for precisely measuring the momentum of charged

particles passing through the tracker. The silicon material used allows for fast triggering and fine
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granularity but, due to the power density of the material, significant cooling is required, which adds

considerably to the amount of material in the tracker.

As seen in Fig. 3.5, not only is the inner track crucial for measuring the kinematic properties of

charged particles with good resolution, but it is also crucial to particle identification for distinguishing

between charged and non-charged particles which hit in the calorimeters. Applying “track vetoes”

is especially important in identifying photons as opposed to electrons, since their signatures in the

calorimeters can be challenging to distinguish.

Since the tracker is such a crucial component for identifying and measuring particle motion in

the detector, the inner tracker coverage of |η| < 2.5 sets the η range for most analyses at CMS.

Figure 3.5: Side view of the CMS detector, showing the path traveled by various particles passing
through the various portions of the detector [56].

3.2.3 Electromagnetic Calorimeter

The electromagnetic calorimeter (ECAL) is composed of 75 848 lead tungstate (PbWO4) crystals

which provide coverage in pseudorapidity |η| < 1.48 in the barrel region and 1.48 < |η| < 3.0 in the

two endcap regions. The main distinctions for the ECAL in these two regions is the presence of a
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preshower detector in the endcap ECAL used for π0 rejection, and the type of photodetector used

to measure the scintillation light from the particles passing through the crystals, shown in Fig. 3.6.

2008 JINST 3 S08004
Figure 4.1: Longitudinal optical transmission (1, left scale) and radioluminescence intensity (2,
right scale) for production PbWO4 crystals.

Figure 4.2: PbWO4 crystals with photodetectors attached. Left panel: A barrel crystal with the
upper face depolished and the APD capsule. In the insert, a capsule with the two APDs. Right
panel: An endcap crystal and VPT.

The crystals have to withstand the radiation levels and particle fluxes [69] anticipated through-
out the duration of the experiment. Ionizing radiation produces absorption bands through the
formation of colour centres due to oxygen vacancies and impurities in the lattice. The practical
consequence is a wavelength-dependent loss of light transmission without changes to the scintil-
lation mechanism, a damage which can be tracked and corrected for by monitoring the optical
transparency with injected laser light (section 4.9). The damage reaches a dose-rate dependent
equilibrium level which results from a balance between damage and recovery at 18°C [64, 70].
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Figure 3.6: Barrel (left) and endcap (right) ECAL crystals with their respective photodetectors
attached [56].

The criteria that set the design of the ECAL was the desire to detect the Higgs boson decaying

to two photons. The PbWO4 crystals that make up the ECAL are extremely dense and scintillate

when particles pass through them, which produce short, well-defined photon bursts that allow for

precise, and fairly fast detection. The ECAL’s thickness is chosen to be over 25 radiation lengths

(X0) in order to fully stop high energy electrons and photons passing through the calorimeter. The

characteristics of the ECAL provide the energy resolution, efficiency and speed required to detect

the signal defined by the criteria.

Unlike the tracker, the energy of a particle passing through the ECAL is measured by the

amount of energy deposited in the calorimeter as opposed to the motion of the particle passing

through the detector. This means that the efficient collection of energy deposited in the crystal

is critical, as well as correctly grouping energy clusters, called “super clusters” that come from

the same particles passing through the crystals. Although the ECAL crystals are very radiation

hard, over time their ability to collect light decreases. The importance of energy collection in the

ECAL pushes the need for the laser-monitoring system that is set up to continuously monitor the

efficiencies of the crystals to transmit light. This monitoring system allows for the correction of

efficiency losses, which allows the ECAL to run well over the course of CMS’s lifetime.

In p + p collisions at
√
s = 7 TeV, the ECAL energy resolution for electrons with a transverse
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energy ET ≈ 45 GeV typical of Z → e+e− decays is better than 2% in the central region of the ECAL

barrel (|η| < 0.8), and is between 2% and 5% elsewhere. For low-bremsstrahlung electrons, where

94% or more of their energy is contained within a 3 × 3 array of crystals, the energy resolution

improves to 1.5% for |η| < 0.8 [59]. Matching ECAL clusters to tracks measured in the silicon

tracker is used to differentiate electrons from photons.

3.2.4 Hadronic Calorimeter

The hadronic calorimeter (HCAL) surrounds the ECAL, and provides coverage in |η| < 3.0. Since

electrons will almost always be stopped in the ECAL, large energy deposits in the HCAL can be

used to veto on hadronic energy. This cut is very effective in cleaning up hadronic background that

may otherwise appear to be signal from an electron, which makes the HCAL an important part of

electron analyses.

The HCAL is set up as a sampling calorimeter, made up of alternating layers of scintillator

and brass. This allows for the slowing down and absorption of energy in the brass layers and the

measurement of tracks and deposited energy in the scintillation layers. The measurement of the

energy of hadrons passing through the calorimeter is particularly important for measuring hadron

jets, and particles resulting in missing transverse energy such as neutrinos and invisible exotic

particles, and the absorption is crucial in cutting down on high energy hadrons reaching the muon

stations. The thickness of the HCAL varies between 7 and 11 interaction lengths (λI), depending

on η, which keeps high energy hadrons from reaching the muon stations.

3.2.5 The Magnet

A crucial part of the design of the detector is the magnetic field map. The ability of the magnetic

field to bend charged particles is crucial in measuring the momentum of particles passing through

the detector. In order to achieve the level of resolution required for discovering new physics, the

magnetic field must be strong, which is why a superconducting magnet is used in CMS. This

requires the magnet to be kept at a constant temperature of 2 K. Several other choices were made

to achieve the level of magnetic field desired:
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• Number of turns: the winding of previous magnets have been done in 1 or 2 layers, but due

to the number of ampere-turns needed for a 4 tesla field (41.7 MA-turn) the CMS solenoid is

made up of 4 layers.

• Reinforcement: the combined aluminum and Rutherford-type cable is mechanically reinforced

with an aluminum alloy.

• Size: The magnet is enormous, with a length of 12.5 m, an inner diameter of 6.3 m and a

mass of 220 tons.

Within the superconducting solenoid volume, referred to as the barrel region of CMS, and

shown in Fig. 3.7 are the silicon pixel and strip tracker, the lead tungstate crystal ECAL, and the

brass/scintillator HCAL. These portions of the detector experience a 3.8 T magnetic field. The

return field of the magnet saturates 1.5 m of iron outside of the magnet, which allows the placement

of gas-ionization muon detectors which experience a magnetic field of ∼ 1.9 T.

At large z values, which is referred to as the end cap region, the magnetic field becomes weaker

and less uniform, which results in a decrease of momentum resolution at greater η.

3.2.6 Muon Systems

Measuring muons in CMS comes with a significant set of benefits:

• Clean Signal: due to the significant absorption of energy from electrons and photons in

the ECAL and from hadrons in the HCAL, the vast majority of tracks seen in CMS’s muon

chambers come from muons. Although some “punch-through” hadrons make it out to the

muon chambers, basic muon identification cuts eliminate nearly all fake muons from the

analysis.

• Resolution: as can be seen in Fig. 3.9, the muon resolution at CMS varies as a function

of pT and η, with 10 GeV/c muons at midrapidity having resolution less than 1%, and 1

TeV/c muons at forward rapidity having resolution ∼10%. This excellent resolution is due

not only to the tracker, strong magnetic field and muon detectors, but also due to the fact
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Figure 3.7: The CMS solenoid magnet in gray is shown being inserted into CMS. The iron return
yoke which holds the barrel muon chambers, is shown in red [56].
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Figure 3.8: During Long Shutdown 1 (February 2013 - November 2015), the LHC and the detectors
underwent significant repairs. During this time, I was allowed to go down into the viewing area of
the detector to see CMS pulled apart, with a good view of the return yoke (in red), the magnet (in
silver) and all of the cabling [60].
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that bremsstrahlung radiation is suppressed for muons compared to electrons by a factor of

mµ/me ∼ 200. This results in muons being less affected by radiative losses than particles

such as electrons.

• Trigger: the combination of very low background and therefore low occupancy in the muon

chambers, along with fast muon and tracker detectors allows CMS to run a dedicated and

unprescaled trigger set to trigger on interesting single and multi-muon events with specific pT

cuts over the full η range.
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panel: 1.2 < |h | < 2.4.

of the ECAL, for incident electrons as measured in a beam test, is shown in figure 1.3; the stochas-
tic (S), noise (N), and constant (C) terms given in the figure are determined by fitting the measured
points to the function

⇣s
E

⌘2
=

✓
Sp
E

◆2

+

✓
N
E

◆2

+C2 . (1.1)

The ECAL is surrounded by a brass/scintillator sampling hadron calorimeter (HCAL) with cov-
erage up to |h | < 3.0. The scintillation light is converted by wavelength-shifting (WLS) fibres
embedded in the scintillator tiles and channeled to photodetectors via clear fibres. This light is
detected by photodetectors (hybrid photodiodes, or HPDs) that can provide gain and operate in
high axial magnetic fields. This central calorimetry is complemented by a tail-catcher in the bar-
rel region (HO) ensuring that hadronic showers are sampled with nearly 11 hadronic interaction
lengths. Coverage up to a pseudorapidity of 5.0 is provided by an iron/quartz-fibre calorime-
ter. The Cerenkov light emitted in the quartz fibres is detected by photomultipliers. The forward
calorimeters ensure full geometric coverage for the measurement of the transverse energy in the
event. An even higher forward coverage is obtained with additional dedicated calorimeters (CAS-
TOR, ZDC, not shown in figure 1.1) and with the TOTEM [2] tracking detectors. The expected jet
transverse-energy resolution in various pseudorapidity regions is shown in figure 1.4.

The CMS detector is 21.6-m long and has a diameter of 14.6 m. It has a total weight of 12500
t. The ECAL thickness, in radiation lengths, is larger than 25 X0, while the HCAL thickness, in
interaction lengths, varies in the range 7–11 lI (10–15 lI with the HO included), depending on h .
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detected by photodetectors (hybrid photodiodes, or HPDs) that can provide gain and operate in
high axial magnetic fields. This central calorimetry is complemented by a tail-catcher in the bar-
rel region (HO) ensuring that hadronic showers are sampled with nearly 11 hadronic interaction
lengths. Coverage up to a pseudorapidity of 5.0 is provided by an iron/quartz-fibre calorime-
ter. The Cerenkov light emitted in the quartz fibres is detected by photomultipliers. The forward
calorimeters ensure full geometric coverage for the measurement of the transverse energy in the
event. An even higher forward coverage is obtained with additional dedicated calorimeters (CAS-
TOR, ZDC, not shown in figure 1.1) and with the TOTEM [2] tracking detectors. The expected jet
transverse-energy resolution in various pseudorapidity regions is shown in figure 1.4.

The CMS detector is 21.6-m long and has a diameter of 14.6 m. It has a total weight of 12500
t. The ECAL thickness, in radiation lengths, is larger than 25 X0, while the HCAL thickness, in
interaction lengths, varies in the range 7–11 lI (10–15 lI with the HO included), depending on h .
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Figure 3.9: The muon pT resolution as a function of the transverse momentum (pT ) using the muon
system only, the inner tracking only, and both. The left panel shows the resolution in the |η| < 0.8
region, and the right panel shows the resolution in the 1.2 < |η| < 2.4 region [56].

There are three different muon subdetectors that contribute to CMS’s success as a muon

detector: the drift tubes, resistive plate capacitors, and cathode strip chambers. The subdetectors

are chosen to provide full η coverage, flexibility, and robustness in order to detect muons quickly

and accurately as they pass through the muon stations.
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3.2.6.1 Drift tubes

Due to the low background and uniform magnetic field in the barrel region, drift tube (DT)

chambers work well in covering the |η| < 1.2 region of CMS. The chambers are housed in the

iron flux-return plate of the magnet and are split into 4 stations. The first 3 stations are used

to measure muons traveling through the detector in all three dimensions whereas the final station

does not measure the travel along the direction of the beam line.

Each of the first 3 stations contain 8 chambers. Four of the chambers are used to measure the

muons in the r−φ plane. The other 4 chambers provide the measurement in the z plane. The cells

in the chambers are tiled in order to remove dead spots in the chamber efficiency.

The measurement of the muon passing through the drift tube is shown in Fig. 3.10. The muon

passing through the cell induces a charge while the position of the cell and the amount of time for

the wire to receive the signal provides a 2-D measurement of the muon trajectory. Measurements

from hits in the drift tube cells provide excellent time resolution for triggering and, when linked

together with other hits, can be used to create muon tracks and reject background hits.
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Figure 7.5: Sketch of a cell showing drift lines and isochrones. The plates at the top and bottom
of the cell are at ground potential. The voltages applied to the electrodes are +3600V for wires,
+1800V for strips, and �1200V for cathodes.

Figure 7.6: Exploded view of the cathode
electrodes, glued on the I-beams.

Figure 7.7: Exploded view of the end part of
the drift cells showing the different end-plugs
and spring contacts for high voltage connec-
tions.

are placed on both sides of the I-beams (figure 7.6) following a technique similar to that used for
the strip electrodes on the aluminium plates. A cathode consists of a 50-µm-thick, 11.5-mm-wide
aluminium tape insulated from the I-beam by 19-mm-wide, 100-µm-thick mylar tape. This design
allows for at least 3.5 mm separation of the electrode from the sides of the grounded I-beam. At
the extremities the mylar tape is cut flush with respect to the I-beam ends while the aluminium tape
is recessed by 5 mm. Special tools were designed and built to glue the electrode strips to both the
plates and the I-beams. The only difference between the tapes used for the electrode strips and the
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Figure 3.10: One cell from the drift tube chambers. A muon passing through the chamber induces
a charge which drifts to the wire [56].
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3.2.6.2 Resistive Plate Capacitors

In order to deal with the eventual collision rates once the LHC reaches full luminosity and to

provide a complementary system dedicated to triggering, the resistive plate chambers (RPCs) were

added in both the barrel and endcap regions. They provide a fast triggering system independent of

the other two systems which can tag the time of an event faster than the minimum bunch crossing

time of 25 ns at the LHC which results in an unambiguous tagging of the relevant bunch crossing.

This triggering system also has a sharp pT threshold and covers the range |η| < 1.6. The RPCs

provide good time resolution but lower spatial resolution than the DTs and CSCs, which results in

the need for the RPC overlap with the other two muon systems.

There are 6 layers of RPCs in the barrel muon system and 3 layers in the endcap muon system.

The layers in the barrel and endcap are denser in the first few stations, in order to trigger on

the lower pT muons which may not make it to the outer muon stations. The RPC is a gaseous

parallel-plate detector whose layout is shown in Fig. 3.11. The double-gap modules have two gaps

with a strip in between which measures the induced signal from a muon passing through the module.

2008 JINST 3 S08004

Figure 7.66: Layout of a double-gap RPC.

Table 7.2: Basic construction parameters.

Bakelite thickness 2 mm
Bakelite bulk resistivity 1–2 ⇥1010 W·cm
Gap width 2 mm

track segments (input to the Level-1 trigger) and the spatial resolution attainable at the high-level
trigger and offline was ⇡150 µm.

7.3 Resistive Plate Chamber system

Resistive Plate Chambers (RPC) are gaseous parallel-plate detectors that combine adequate spatial
resolution with a time resolution comparable to that of scintillators [159, 160]. An RPC is capable
of tagging the time of an ionising event in a much shorter time than the 25 ns between 2 consecutive
LHC bunch crossings (BX). Therefore, a fast dedicated muon trigger device based on RPCs can
identify unambiguously the relevant BX to which a muon track is associated even in the presence of
the high rate and background expected at the LHC. Signals from such devices directly provide the
time and position of a muon hit with the required accuracy. A trigger based on RPCs has to provide
the BX assignment to candidate tracks and estimate the transverse momenta with high efficiency
in an environment where rates may reach 103 Hz/cm2.

The CMS RPC basic double-gap module consists of 2 gaps, hereafter referred as up and
down gaps, operated in avalanche mode with common pick-up read-out strips in between (fig-
ure 7.66) [161, 162]. The total induced signal is the sum of the 2 single-gap signals. This allows
the single-gaps to operate at lower gas gain (lower high voltage) with an effective detector effi-
ciency higher than for a single-gap. Table 7.2 lists the basic construction and operating parameters
of the CMS double-gap RPCs.
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Figure 3.11: Layout of the double gap in an RPC module [56].

3.2.6.3 Cathode Strip Chambers

Since the two endcap regions of CMS receive high signal and background rates and are in the

presence of a large non-uniform magnetic field, a different technology than that used in the drift
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tubes must be used for achieving high resolution muon measurements. The cathode strip chambers

(CSC) are chosen to accomplish this task, covering 0.9 < |η| < 2.4 with 4 CSC stations on each

side of CMS. The overall layout of the CSCs is shown in Fig. 3.12, showing the position of the four

CSC stations in the detector.
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Figure 7.47: Quarter-view of the CMS detector. Cathode strip chambers of the Endcap Muon
system are highlighted.

Figure 7.48: The ME2 station of CSCs. The outer ring consists of 36 ME2/2 chambers, each
spanning 10� in f , and the inner ring of eighteen 20� ME2/1 chambers. The chambers overlap to
provide contiguous coverage in f .
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Figure 3.12: Side view of the CSC stations (in maroon) in CMS. The CSCs are split into four
stations which have inner and outer disks [56].

The first station on each side is split into 3 sections of 36 chambers each, which receive the

highest muon and background rates, and therefore the highest levels of radiation. The second and

third stations each have an inner ring made up of 18 chambers and an outer ring made up of 36

chambers. The fourth station is made up of an inner ring of 18 chambers. Figure 3.13 shows the

head-on view of the ME2 station, which provides full coverage in φ, and coverage of 1.0 < |η| < 2.4.

Each CSC is made up of 7 panels with strips running lengthwise and wires running azimuthally

within the gas gaps between panels. As a muon passes through the chamber, the induced charge

on a wire and strip provide a coordinate which specifies the trajectory of the muon through the

chamber. This layout is shown in the left panel of Fig. 3.14. This setup provides great resolution

and efficiency for detecting muons passing through the chambers as well as durable radiation hard

detectors in the most active η region of the detector.

In order to further improve on the performance of the CSC chambers, there have been two

major upgrades done on the CSCs during the Long Shutdown 1 (LS1 refers to the period from
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Figure 3.13: Picture of the full CSC ME2 station [56].

February 2013 - November 2015). The first is the addition of the ME 4/2 chamber, which improves

the robustness of the CSCs. The second is the upgrade of the ME 1/1 station with new digital

readout chips and optical fibers that allow for readout rates that match those required in the higher

luminosity environment in the next stage of LHC running. The right panel in Fig. 3.14 shows an

open upgraded chamber from the ME 1/1 station.

3.2.7 Forward Detectors

CMS has extensive forward calorimetry, shown in Fig. 3.15. Two steel/quartz-fiber Cherenkov

hadron forward calorimeters (HF) are located on each side of the interaction point, covering the

region 2.9 < |η| < 5.2. The Centauro and strange object research (CASTOR) detector is a

quartz-tungsten calorimeter which is extremely radiation hard and covers the range 5.2 < |η| < 6.6.

The Zero degree calorimeter (ZDC) is a quartz-tungsten calorimeter placed 150 m on either

side of CMS which covers the range |η| ≥ 8.3 and is designed to measure diffractive collisions

and spectator particles. Although the TOTal Elastic and diffractive cross section Measurement
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Figure 7.49: Layout of a CSC made of 7 trape-
zoidal panels. The panels form 6 gas gaps with-
planes of sensitive anode wires. The cut-out in
the top panel reveals anode wires and cathode
strips. Only a few wires are shown to indicate
their azimuthal direction. Strips of constant
Df run lengthwise (radially). The 144 largest
CSCs are 3.4 m long along the strip direction
and up to 1.5 m wide along the wire direction.

Figure 7.50: A schematic view of a single gap
illustrating the principle of CSC operation. By
interpolating charges induced on cathode strips
by avalanche positive ions near a wire, one can
obtain a precise localisation of an avalanche
along the wire direction.

The CSCs provide the functions of precision muon measurement and muon trigger in one
device. They can operate at high rates and in large and non-uniform magnetic fields. They do not
require precise gas, temperature, or pressure control. Moreover, a radial fan-shaped strip pattern,
natural for measurements in the endcap region, can be easily arranged on the cathode planes.

The performance requirements for the CMS cathode strip chamber system include the fol-
lowing:

• Reliable and low-maintenance operation for at least 10 years at the full LHC luminosity, i.e.,
at estimated random hit rates up to 1 kHz/cm2;

• At least 99% efficiency per chamber for finding track stubs by the first-level trigger;

• At least 92% probability per chamber of identifying correct bunch crossings by the first-
level trigger. With such an efficiency per chamber and 3–4 CSCs on a muon track path, a
simple majority rule ensures that the reconstructed muons will be assigned the correct bunch
crossing number in more than 99% of cases;

• About 2 mm resolution in r-f at the first-level trigger.

• About 75 µm off-line spatial resolution in r-f for ME1/1 and ME1/2 chambers and about
150 µm for all others.
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Figure 3.14: Left: layout of CSC chamber, showing the panels made up of strips and wires which
detect muons passing through the chamber [56]. Right: picture of me (right) and Shalhout Z.
Shalhout (left) working on the upgrade of a ME+1/1 chamber [60].

(TOTEM) detector is separate from CMS, there is a close partnership between the experiments,

as they share the same interaction point.

In p+p collisions, nearly 90% of the energy deposited in the detector is in the HF (in heavy-ion

collisions this value heavily depends on the geometry of the collision). Although much of the

interesting and usable information from the collisions is at midrapidity, the information obtained

by the HF is critical in reconstructing collisions and triggering. By looking at the distribution of

the sum of the transverse energy deposited in the HF, heavy-ion collisions can be split into fractions

of the total hadronic inelastic cross section. Looking at the energy deposited in the HF is also used

to determine whether a collision is interesting enough to keep or if it is an event coming from a

beam gas collision.
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Figure 3.15: Layout of the detectors in the CMS/TOTEM forward region at the LHC point 5.
TOTEM is made up of trackers T1 and T2, as well as the Roman Pots which are placed 147 m and
220 m from the interaction point [56].
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Chapter 4

Data Selection, Simulation and

Reconstruction

4.1 Triggering

The LHC has and will continue to reach collision levels that push the boundaries of the ability of

current technology to record, interpret and process data. With approximately 600 million collisions

occurring every second, determining what events are important to record becomes crucial for using

resources wisely. Having a system that can handle this level of decision making is therefore central

to discovering new physics from the collisions occurring at CMS. CMS has developed a multi-tiered

trigger system built to handle the maximum crossing frequencies of 40 MHz reached with the

crossing interval of 25 ns for p + p collisions. This trigger system is also designed to be flexible

enough to run in p+Pb and Pb+Pb environments while selecting the events of interest.

For the purposes of describing the general trigger system, the relevant parameters stated will

be those from high luminosity p + p running (at a bunch crossing frequency of 40 MHz). In the

heavy-ion group’s running of p+ p, p+Pb and Pb+Pb, the frequency of collisions is decreased due

to a significant decrease in instantaneous luminosity. In the high luminosity p+ p collisions, since

the overall output capability of the read-out system is 150 Hz, the combined level-1 (L1) trigger

and high-level trigger (HLT) systems are responsible for reducing the rate by over a factor of 106.
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This enormous reduction is done through prioritizing the physics signals of interest and creating

trigger menus that achieve those goals by balancing background reduction while still keeping a high

signal efficiency.

The L1 trigger is based on programmable electronics that make fast decisions depending on

the hits in various subdetectors. The general idea is that coarse information from the tracker,

calorimeters and muon chambers is used to make the initial L1 decision. The higher resolution

data is stored in a pipeline for later use in the HLT if the L1 requirements are met. Since the

design of L1 can handle a trigger output rate of 100 kHz, we run L1 at 30 kHz in order to be safe.

The events that pass the L1 trigger have their full read-out data sent to the data acquisition (DAQ)

system where the HLT takes over. The HLT uses a large cluster (over 10K cores) of workstations

with vast computing power (50 TFlops, or the equivalent of 12K 1.8 GHz CPUs) to run offline

reconstruction algorithms on fully-assembled event information and make software-based trigger

decisions to determine which events will be recorded. After the HLT, the maximum designed

output for the entire menu is 150 Hz for p + p collisions. Once an event is triggered, the DAQ

records the event (which is on the order of 1 MByte for p+ p collisions and 12 MBytes for Pb+Pb

collisions) locally, where it is either permanently stored directly at CERN, or sent to a storage

facility in the tiered data storage system set up for CMS. This event data can then be grouped into

datasets that can be studied with the hopes of further understanding QCD.

Although the functions of the trigger systems are very similar when running Pb+Pb and p+ p

collisions, the events themselves differ greatly. Figure 4.1 shows an interesting event in p + p at

a center-of-mass energy of 8 TeV, showing the ability of CMS to resolve electrons and muons. In

heavy-ion collisions, the level of background in the detector makes discovering the signal much more

challenging, as can be seen from a central Pb+Pb collision in Fig. 4.2. Due to the larger data size,

the number of heavy-ion events that CMS is able to write out is smaller than for p + p but, since

the event frequency is much lower in heavy ions, the fraction of events that are read out compared

to the total number of minimum bias (MB) events is on the order of 103.
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Figure 4.1: Event recorded with the CMS detector in 2012 at a proton-proton centre-of-mass energy
of 8 TeV. The event shows characteristics expected from the decay of the Higgs boson to a pair of Z
bosons, one of which subsequently decays to a pair of electrons (green lines and green towers) and
the other Z decays to a pair of muons (red lines). The event could also be due to known Standard
Model background processes [61].

Figure 4.2: Central Pb+Pb event in the CMS detector in 2011 at a centre-of-mass per-nucleon
energy of 2.76 TeV. The yellow tracks show the tracks in the inner tracker, the red bars show the
energy deposited in the ECAL and the blue bars show the energy deposited in the HCAL [62].
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4.1.1 The Muon Trigger System

The muon triggers rely on information from all three muon systems. The hits detected in the DT

chambers provide information that can be combined in order to reconstruct muon-track segments

in the barrel, the CSCs provide information to form muon track segments in the endcaps and the

RPC trigger chambers provide hits with excellent timing resolution. Each system uses different

requirements to determine whether a muon hit has occurred at which point, muon-track segments

are formed from a combination of those hits. The muon triggers were initially limited to |η| ≤ 2.1

although, for the p+ p and Pb+Pb runs analyzed in this dissertation, the limitations of the muon

triggers are |η| ≤ 2.4.

Each of the tracks formed is identified as a muon candidate. The DTs, barrel RPCs, CSCs and

endcap RPCs each send up to four muon candidates ordered by their quality to the Global Muon

Trigger (GMT). The GMT then sends this information to the Global Trigger (GT) which either

accepts or rejects the event based on whether the muon candidates satisfy any triggers on the L1

menu. This L1 trigger may be entirely based off the coarse information from the muon system

or may require a coincidence with information from other sub-detectors. For the purposes of this

thesis, the L1 muon triggers used were based entirely on the information from the muon systems.

If the event is accepted at the L1 level, the data from the detector is sent to the DAQ. Common

HLT algorithms for the muon trigger menu take information from the tracker and the muon

chambers to create global muons. In order to pass an HLT trigger, these global muons may either

have kinematic conditions on them (single muon with pT > 20 GeV), or may be counted in order to

have a minimum number of particles (two electrons and two muons which each have pT > 10 GeV),

or may be combined with other physics objects (including other muons) to form physics objects of

interest (four leptons with an invariant mass greater than 50 GeV). If the muon objects satisfy a

trigger that is part of the trigger menu, the event is accepted and the DAQ records the event.

4.1.1.1 Muon Triggers in Pb+Pb

During the 2011 Pb+Pb run, the muon HLT menu contained a combination of double and single

muon triggers in order to select events for the dimuon analyses. Out of the 100 Hz trigger output
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allotment during the heavy-ion run, the dilepton group was given a quarter. This allotment was

used for collecting all of the data used by the dilepton group. Signals are prioritized in a way that

each analysis receives enough statistics to do a meaningful study for that signal. In some cases this

means pre-scaling triggers for high statistics signals that will take up the full trigger bandwidth by

some factor N (pre-scaling means sequentially ignoring (N-1)/N of the events when looking at that

trigger). The main priorities for the dimuon group in choosing the trigger menu were the following

signals:

• J/ψ: the J/ψ has a small mass (∼ 3 GeV), and can decay to two oppositely charged muons.

In order to detect a J/ψ, the best trigger is one that requires two muons with no pT cut. Due

to the frequency of having two muons in the chambers during an event, a combination of a

heavily pre-scaled trigger with two muons with no pT cut and a less heavily pre-scaled trigger

with two muons with a pT cut of 3 GeV are chosen for the J/ψ analysis.

• Υ: the Υ has a mass of ∼ 9.5 GeV, and can decay to two oppositely charged muons. The

unprescaled trigger chosen for measuring Υ production requires two muons with a pT cut

of 3 GeV. The pT cut is set at 3 GeV in order to keep the number of background events

down while keeping the efficiency high for measuring the Υ. Figure 4.3 shows an Υ candidate

decaying to two muons in a Pb+Pb collision.

• W± bosons: the W± bosons have a mass of ∼ 80 GeV. A W boson can decay to one muon

which carries the charge of the W , and one muon neutrino. Since the signal that the neutrino

leaves in the detector is missing energy, it is easier to set up the trigger to collect events with

one high-pT muon. The trigger chosen for measuring W± production requires one muon with

a pT cut of 15 GeV. This pT cut is high but, due to the large mass of the W boson, 97%

of muons coming from the W satisfy the trigger requirement. A W boson event candidate

can be seen in Fig. 4.4, showing the high pT muon (red line on the display) in an event with

a large momentum imbalance which is the signal for a muon neutrino coming from the W

decay.

• Z boson: the Z boson has a mass of ∼ 90 GeV and can decay to two oppositely charged
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Figure 4.3: Candidate for Υ production and decay to two muons observed in a Pb+Pb collision
at the LHC. The two red lines (tracks) are the two muons, the mass of orange lines are tracks
from other particles produced in the collision, whose energy is measured in the electromagnetic
calorimeter (red parallelepiped) and the hadron calorimeter (blue parallelepiped) [63].
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Figure 4.4: Event display in a central Pb+Pb collision showing an event triggered by the Single
Muon 15 trigger, which is consistent with W boson production. The momentum imbalance
measured in the transverse plane is 43 GeV/c and the muon (red line on the display), which is
detected in the Muon Drift Chambers, is produced with a η = -0.7 [18].
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muons. The trigger chosen for measuring Z production requires one of the decay muons

to have a pT greater than 15 GeV. Since both muons from the Z typically have pT > 40

GeV/c, this trigger is 99% efficient and significantly cuts background events. A Z boson

event candidate can be seen in Fig. 4.5, showing the high pT muons (two red lines) and the

calorimeter background in green. This demonstrates that although the Pb+Pb events display

a large amount of activity since a central Pb+Pb event can have the equivalent of ∼ 2000

binary nucleon-nucleon collisions, the signal from the Z boson is clean and clear.

Figure 4.5: Candidate Z boson decaying to two muons (two red lines) in a Pb+Pb heavy-ion collision
at CMS. The green indicates energy deposits in CMS from other particles produced. Note that the
high-pT muon tracks are basically straight, compared to those of the Υ shown in Fig. 4.3 [64].

For the 2011 run, the overall performance of the muon systems and triggers in Pb+Pb were

phenomenal, resulting in high resolution measurements of the signals mentioned. Most of the

particles and resonances that can be seen in the dimuon invariant mass spectrum are shown in

Fig. 4.6. Specifically, during the Pb+Pb run there were 1022 events triggered by Z bosons decaying

to two muons.
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Figure 4.6: The standard “Yellow Plot” shown at conferences by the dilepton group, showing the
dimuon invariant mass spectrum from the events collected with the dilepton trigger menu. The ρ,
ω and φ are shown at low mass, the quarkonia peaks at intermediate mass, and the Z boson peak
at high mass. Since the W bosons do not decay to 2 muons, there is not a visible peak associated
with W boson production and decay [65].

50



4.1.1.2 Muon Triggers in p+ p

Overall, the trigger menu used during the p + p run in 2012 was chosen with the same priorities

as those in the Pb+Pb run. Due to the lower background rates in p + p, the pre-scale levels for

the lower-pT muon triggers were significantly decreased. The trigger chosen for the measurement

of Z boson production in the dimuon decay channel in p+ p collisions required two muons with no

explicit pT requirement, and had a trigger efficiency of 99%. This trigger had no prescale during

the entire run, resulting in a total of 830 Z bosons produced in p + p collisions decaying to two

muons.

4.1.2 The Electron Trigger System

The electron triggers rely on information from the tracker, the ECAL, and the HCAL systems.

The energy measurement from the ECAL is the most important for triggering on a high energy

electron. The ECAL is divided into regions, with each region consisting of trigger towers. When

an event occurs, all of the energy deposited in the calorimeters is added up to obtain trigger tower

transverse-energy (ET ) measurements. The trigger algorithm for the ECAL begins by finding hot

areas in each ECAL region. This is done by finding the largest trigger tower ET deposit, and adding

the ET from the neighboring tower with the most energy deposited.

At this point, depending on the trigger, these deposits are sent to the Regional Calorimeter

Trigger (RCT), where the trigger will either be accepted or rejected based on the size of the energy

deposits in the ECAL and the size of the energy deposits in the HCAL. Those triggers that are

designed to only get photons or electrons will require a large deposit in the ECAL without having

a significant energy deposit in the same kinematic region of the HCAL. This veto is referred to as

an isolation cut since the desire is to isolate electrons and photons from hadronic background.

4.1.2.1 Electron Triggers in Pb+Pb

Due to the large background in Pb+Pb events, calorimeter triggers must either be heavily pre-scaled,

or be very selective and only select events requiring large energy deposits. At the trigger level, it

is nearly impossible to distinguish between a high energy electron or photon depositing a large
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amount of energy in the ECAL. For this reason, a diphoton trigger was used for measuring the Z

decaying to two electrons. A trigger requiring two significant energy deposits in the ECAL was

chosen where one deposit had an ET > 20 GeV and the other one an ET > 15 GeV. Although the

ECAL extends to |η| ≤ 3.0, the electron and photon triggers used in this analysis were limited to

|η| ≤ 1.44.

The efficiency for this trigger in keeping events where the Z boson decays to two electrons was

approximately 96%. One of these events is shown in Fig. 4.7, where the two large energy deposits

show the trajectory of the two electrons coming from Z boson decay.

Figure 4.7: Candidate Z boson decaying to two electrons (two tallest red tower groups) in a Pb+Pb
heavy-ion collision at CMS. The other red and blue towers indicate energy deposits in CMS from
other particles produced [64].

4.1.2.2 Electron Triggers in p+ p

In order to stay consistent with the trigger used in Pb+Pb, the same trigger requirements were

used for the measurement in p + p, as well as the same η limitations. The efficiency of this p + p

trigger for keeping Z boson decays to two electrons was approximately 99%. The difference in the

efficiency comes from the fact that an improved energy-clustering algorithm was developed and
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used in the p+ p collisions, compared to the one used during the Pb+Pb run.

4.2 Event Selection and Cleaning

The trigger menu is set up to only select physics signals of interest in the detector. Unfortunately,

during the running of the LHC, there are several background processes that can satisfy those

triggers and fill up the trigger menu bandwidth without giving any useful physics. Each of these

backgrounds must be understood in order to set up trigger vetoes to save precious space in the

trigger menu and space in the final storage systems. Some of these processes, such as cosmic rays

passing through the detector or beam gas events, are constantly occurring but have signals that

can be used to recognize them and remove them either online or offline. Others such as power

failures or software update errors in the subdetector systems cannot be solved with simple gating

and must instead be marked and removed from the final analysis datasets.

CMS has extensive online and offline data quality monitoring for the data collected during

running. Each luminosity section used in analyses is validated by the respective subdetector systems

personnel for the respective subdetector systems, in order to be confident that the data collected

comes from a fully functioning CMS detector. For the Z to dimuon analyses in Pb+Pb and p+ p,

only data where the tracker and muon systems were fully functioning are used, while, for the Z to

dielectron analyses in Pb+Pb and p+ p, only data where the tracker, ECAL and HCAL were fully

functioning are used.

4.2.1 Event Selection and Cleaning in Pb+Pb

During the running of CMS, there is the need to select “in time” events which occur when two

beams are actually crossing as well as collision events that deposit sufficient amounts of energy

in both forward calorimeters. These two conditions are very effective for removing much of the

background processes that occur during collisions. Specifically, the triggers used were gated on a

combination of information from the beam pick-up timing detector (BPTX) which determines when

a bunch crossing occurs, and the beam scintillation counter (BSC) and HF which collect energy

from the underlying event in order to make sure the event was not obviously a beam-gas event.
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There are also several offline cuts that are made after the datasets are recorded. Some of these

repeat what was done at the trigger level but using more information from the detector. Other

cuts are used to remove specific types of background that were recognized after the runs were

completed. These backgrounds include beam gas, PKAM (Previously Known As Monsters) and

UPC (ultra-peripheral collisions) events, and are described below. These cleaning cuts have only a

small effect on the number of selected events and are standard selection cuts used by all heavy-ion

analyzers:

• BSC halo-filter: events in which any of the BSC halo bits fired are excluded from the

analysis. These are events that have very small HF energy and quite a large number of pixel

hits. These events are due to the beam halo extending out to the radius of the pixel detector

but not reaching the HF. This filter removes most of the beam gas events not removed by the

HF coincidence condition.

• HF energy: An additional offline HF coincidence condition is imposed. This is made by

requiring at least 3 towers on each side of the interaction point in the HF with at least 3 GeV

energy deposited per tower. This condition is most effective in removing UPC events.

• Primary vertex condition: The requirement of a reconstructed primary vertex with two or

more tracks is imposed. In peripheral events, all tracks above 75 MeV/c transverse momentum

were used to reconstruct the vertex. In central events, the minimum pT cut was increased to

700 MeV/c and the tracking region was narrowed in η to keep the maximum number of fitted

tracks stable around 40–60, ensuring time-efficient reconstruction.

• PKAM removal: These events were originally called “monster events” as the large number

of hits in a single pixel readout channel leading to timeouts were not understood. They were

later recognized as tracks that hit the pixel sensors, resulting in a large number of pixels

above threshold and renamed PKAM events. In PKAM events, the HF energy deposits are

much smaller for a given number of pixel hits than for normal Pb+Pb collisions. To remove

these events, we require that the pixel cluster length in the tracker is compatible with the

vertex. This cut, in combination with the BSC halo-filter cut, eliminates all of the PKAM
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events. The compatibility variable is the number of clusters that have a length (in global z

direction) that is compatible with the reconstructed vertex, divided by the number of hits

that are compatible with an artificially displaced vertex position (that is offset by ±10 cm).

If this ratio is high, that indicates a well defined vertex and a good collision. If the ratio is

about unity, that indicates that the vertex is ill-defined, a characteristic feature of PKAM

events. At very low pixel multiplicity values, the compatibility is allowed to be low in order to

keep events that have a little larger background hit fluctuation but otherwise good collisions.

Therefore a cut is applied to remove events with high number of pixel hits and a low value of

the compatibility variable.

In order to keep consistency among all analyses, the CMS heavy-ion group created JavaScript

Object Notation (JSON) files that represent the “golden” luminosity sections for the Pb+Pb run

which are used to remove those luminosity sections where CMS was not functioning at full capacity.

The appropriate JSON files were used for the Z to dimuon and dielectron analyses. The combination

of the selection and cleaning cuts made verifies that the data used in this analysis came from Pb+Pb

collisions recorded in a fully functioning CMS detector.

These criteria select 97 ± 3% of hadronic Pb+Pb collisions, corresponding to a number of

efficiency corrected MB events, NMB = (1.16± 0.04)× 109 for the sample analyzed. The predicted

cross section for Pb+Pb hadronic inelastic collisions at
√
sNN = 2.76 TeV is 7.65±0.42 b, according

to a Glauber Monte Carlo (MC) simulation [42,66] with the same parameters as in Ref. [40], which

results in an integrated luminosity of about 150 µb−1.

4.2.2 Event Selection and Cleaning in p+ p

Due to the cleaner p + p running environment, there are fewer background events to be removed.

The beam-gas and cosmic ray filtering are done in the same way as in Pb+Pb, where there are

vetoes set up both in the triggering and in offline cuts.

For the p+p run, the CMS heavy-ion group also created JSON files that represent the “golden”

luminosity sections for the p+p run, and the appropriate JSON files were used for the Z to dimuon

and dielectron analyses. Again, the combination of the selection and cleaning cuts made verifies
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that the data used for the p+ p analysis came from p+ p collisions recorded in a fully functioning

CMS detector.

The p+p data set corresponds to an integrated luminosity of 5.4 pb−1, known to an accuracy of

3.7% based on a van der Meer scan [67]. The uncertainty on the luminosity is due to the uncertainty

in the calibration of the beam cross section.

4.3 Centrality Determination

The centrality of a collision is an important parameter for Pb+Pb collisions. It is defined by the

geometrical overlap of the incoming nuclei and allows the Pb+Pb data to be split into centrality

classes ranging from peripheral, where there is little overlap in the colliding nuclei, to central, where

there is nearly complete overlap in the colliding nuclei. In CMS, the centrality of a Pb+Pb collision

is defined through bins that correspond to fractions of the total hadronic inelastic cross section as

observed in the distribution of the sum of the transverse energy deposited in the HF calorimeters.

Figure 4.8 shows how the events are split up in centrality in CMS. The centrality classes used in

this analysis are 50–100% (most peripheral), 40–50%, 30–40%, 20–30%, 10–20%, and 0–10% (most

central), ordered from the lowest to the highest HF energy deposited.

Each centrality class will select a distribution of impact parameters (b). The average b of the

distribution is monotonically related to each centrality class. Each class results in a different average

number of participating nucleons (〈Npart〉) and a different number of average binary collisions

(〈Ncoll〉). There is a commonly used theoretical model, the Glauber model, for estimating the

〈Npart〉, 〈Ncoll〉 and 〈b〉 values for the centrality classes. If an effect is expected to scale with Npart

or Ncoll, such a hypothesis can be tested using the calculated values of Npart or Ncoll for a given

centrality class.

More binary collisions and participating nucleons will result in an increase in most physics

processes for that event, regardless of whether or not a QGP is formed. The Glauber model allows

the study of differences between centrality classes to give information about the formed QGP

instead of effectively just showing that more central events involve higher values of Npart and Ncoll.

The centrality-related quantities calculated in the Glauber model, as described in Ref. [42,66], are
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summarized in Table 4.1. The same Glauber model parameters are used as in Ref. [40], namely

standard parameters for the Woods-Saxon function that distributes the nucleons in the Pb nuclei,

and a nucleon-nucleon inelastic cross section of σinelNN = 64 ± 5 mb, based on a fit to the existing

data for total and elastic cross sections in proton-proton and proton-antiproton collisions [69].

When measuring the nuclear modification factor, RAA, the corrected Z-boson yields in Pb+Pb

collisions are compared to those in p+p collisions, by scaling the p+p yields by the nuclear overlap

function, TAA. The scaling by TAA accounts for the increased probability of hard scattering in the

nucleus-nucleus collision compared to p + p collisions. At a given centrality, TAA-scaled Z-boson

yields can be directly compared with the Z-boson production cross sections in p+ p collisions. In

units of mb−1, the average TAA goes from 0.47 ± 0.07 to 23.2 ± 1.0, from the peripheral 50–100%

to the central 0–10% centrality ranges.

Table 4.1: The average numbers of participating nucleons (Npart), binary nucleon-nucleon collisions
(Ncoll), and the nuclear overlap function (TAA), corresponding to the centrality ranges used in this
analysis.

Centrality 〈Npart〉 〈Ncoll〉 〈TAA〉 (mb−1)
[50, 100]% 22± 2 30± 5 0.47± 0.07
[40, 50]% 86± 4 176± 21 2.75± 0.30
[30, 40]% 130± 5 326± 34 5.09± 0.43
[20, 30]% 187± 4 563± 53 8.80± 0.58
[10, 20]% 261± 4 927± 81 14.5± 0.80
[0, 10]% 355± 3 1484± 120 23.2± 1.00

[0, 100]% 113± 3 363± 32 5.67± 0.32

Although each centrality bin of X% contains the same number of events, regardless of whether

they are central or peripheral events, production of hard probes such as Z bosons scales with Ncoll,

leading to the shape shown in Fig. 4.9. In the figure, bin 0 corresponds to the top 2.5% most central

events and bin 40 corresponds to the 5% most peripheral events. A strong centrality dependence is

seen since, in central collisions, the number of colliding nucleon-nucleon pairs is much larger than

that expected peripheral collisions, and the number of muon-triggered events is mostly driven by

〈Ncoll〉. Once the number of muon triggered events is scaled down based on 〈Ncoll〉, resulting in the

average production per binary collision, the distribution versus centrality will be effectively flat.
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Figure 4.9: Centrality distribution of the muon triggered events.

4.4 Simulation

On top of the data that is collected at CMS, the Z → µ+µ− and Z → e+e− analyses require

simulated datasets in order to correct the data yields for losses in efficiency due to acceptance

effects and the cuts that are applied. The simulation scheme used is the Monte Carlo (MC) method

which simulates data by either applying random sampling of flat distributions and weighing the

sample to match predicted distributions, or by applying random sampling directly to predicted

distributions. The method used for the simulation of this data is the latter, using random sampling

of the predicted distributions relevant to Z production and decay. These simulated MC datasets

must be validated by being compared to what is actually seen in data and can then be used to

correct for effects seen in the data.

Although the simulated Z boson signal will be similar in p+p and Pb+Pb events, the backgrounds

will be very different due to the large multiplicities seen in the CMS detector during Pb+Pb

collisions. For this reason, both p + p and Pb+Pb event simulation begins with simulating a
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p + p collision where a Z boson is produced and decays to two muons or electrons. This is done

by simulating the electroweak processes Z → µ+µ− and Z → e+e− using the Pythia 6.424 [70]

next-to-next-to-leading-order (NNLO) generator with the Z2* tune. This tune is designed to match

the charged particle multiplicity measured by CMS at
√
s values of 0.9, 2.36, and 7 TeV. The

processes used in the Pythia simulation were those specific to Z boson production in combination

with the interference term from Drell-Yan, and the decays were constrained to be only to dimuons

or dielectrons. The detector response to each Pythia signal event is simulated with a realistic

simulation of the CMS detector using Geant4 [71].

For the p + p event, this is the end of the simulation step, but for the Pb+Pb event, the

signal is taken and embedded in a realistic heavy-ion background event. These background events

are produced with the Hydjet 1.8 next-to-leading-order (NLO) event generator [72] and then

simulated with Geant4 as well. The Hydjet parameters are tuned to reproduce the measured

particle multiplicity for different centralities. The embedding is done at the level of detector hits,

and the signal and background events share the same generated vertex location. After the simulation

step is carried out, the simulated events are processed through the trigger emulation and the full

event reconstruction chain in order to match as closely as possible what is carried out in getting

the data from CMS.

For each decay channel, and for each collision system, Z bosons are simulated in six different

Z pT bins. These bins are [0 − 20], [20 − 40], [40 − 60], [60 − 80], [80 − 100], [100 −∞] GeV/c.

Although one bin with a Z pT of [0 −∞] GeV/c could have been used, the vast majority of the

simulated Zs would be at low pT , as can be seen in Fig. 4.10, resulting in larger uncertainties for

the corrections applied to the high pT Zs. A different solution to this is to simulate an even larger

amount of events but, due to the significant cost to simulate and store these events, this solution

does not end up being a good choice. Instead 20,000 simulated events are generated in each Z pT

bin previously mentioned by changing the p̂T parameter in Pythia. Each dataset is then weighted

based on the relative cross section in order to match the predicted Z pT distribution. This provides

large statistics for the entire range of Z pT while keeping the datasets a reasonable size.
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Figure 4.10: Distribution of Z pT for ' 500,000 Z bosons generated in Pythia.

4.5 Lepton Reconstruction

After the data from the collisions have been recorded, and the MC events have been simulated,

these data must be converted from a series of numbers recorded by each subdetector to a meaningful

and detailed picture of an event. This process is called reconstruction and often involves taking

information from various subdetectors and combining it into physics objects that contain their

energy and trajectory information. Since the physics objects of interest for these analyses are

muons and electrons, these will be the focus of the reconstruction description.

4.5.1 Muon Reconstruction

Muons are reconstructed using a global fit to a track reconstructed in the muon detectors matched

to a track reconstructed in the silicon tracker.

The process begins with reconstructing tracks in the muon detectors, known as “standalone

muons” (STA muons). In order to form these tracks, an algorithm is used to take the hits from

all three muon systems and form tracks using a series of iterations of fitting hits to a track and
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removing those hits from the list of available hits. The iterations continue until all hits are part of

the track of an STA muon.

These STA muons are then matched to tracks reconstructed in the silicon tracker using an

algorithm optimized for the heavy-ion environment. Due to the difference in multiplicity in the

tracker during Pb+Pb and p + p collisions, the tracker reconstruction algorithms are significantly

different for the two collision systems. Although the algorithms from p+p work in Pb+Pb, the time

required for running the reconstruction is prohibitively expensive. Therefore the main difference

between the algorithms relates to the track clustering, which begins with doublet seeds (two hits in

the tracker that are close together in (η,φ)) in p+ p collisions, and begins with triplet seeds (three

hits in the tracker that are close together) in Pb+Pb collisions.

In the previous measurement of Z production in the dimuon channel by CMS [17], the tracker

reconstruction algorithm in Pb+Pb carried out three iterations combining hits in the tracker to

form track segments where hits that were part of formed tracks were removed after each iteration.

The first two iterations began with triplet seeds, while the third formed tracks using a heavily

limited set of doublet seeds. These limitations allowed for the fast reconstruction of tracks but

came at the cost of only achieving a single-muon reconstruction efficiency of ' 85% for muons

from Z-boson decays with pµ
T
> 20 GeV/c. The regional iterative (RegIt) tracking algorithm,

designed for optimized tracker reconstruction in Pb+Pb, improved the efficiency by increasing the

number of iterations carried out using an expanded set of doublet seeds compared to the previous

reconstruction algorithm. This improved the single-muon reconstruction efficiency to ' 98% for

muons from the Z-boson decays with pµ
T
> 20 GeV/c, reaching the efficiency level of the algorithm

used for p+ p collisions.

The algorithm that actually matches the STA muon to the tracker tracks does so by first taking

the STA muons and matching them with tracks in the tracker in a specific η−φ range to minimize

the χ2 for the global fit of these two tracks. Once this matching is done, a Global muon is formed,

which contains all the information from the tracker and the muon systems. These Global muons

are the physics objects used in the Z to dimuon analysis, and further cuts based on the information

contained in these objects can be used to remove “fake muons”.
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4.5.2 Electron Reconstruction

Electrons are reconstructed using a global fit to a supercluster of energy deposits in the ECAL

matched to a track reconstructed in the silicon tracker.

The first step is to create the superclusters in the ECAL. Electrons traversing the silicon tracker

emit bremsstrahlung photons and deposit energy in the ECAL with a significant spread in the

azimuthal direction. An algorithm for clustering ET deposits from particles passing through the

ECAL and building the superclusters is used in order to estimate the proper energy of electrons in

the ECAL, as in Ref. [19]. It also takes into account the bremsstrahlung emissions as it attempts

to reconstruct the electron energy [73]. Due to the significant amount of energy deposited by the

underlying Pb+Pb event in the ECAL, background subtraction is also required to get the energy

scale correct. Energy scale corrections based on MC are also applied in Section 5.2.3 to improve

the final measurement of electrons from the Z boson decay.

The track reconstruction in the tracker is done in the same manner as described in the muon

reconstruction section. The only difference is that for the electron reconstruction in Pb+Pb, the

original lower efficiency track reconstruction algorithm is used. The RegIt tracking was done on

the data that was filtered for the muon analyses and, although the reconstruction time was more

manageable, it still required a great deal more offline resources than the original reconstruction.

Since this analysis was done on a separate set of skimmed data, the RegIt reconstruction would

need to be done separately. Since the dielectron channel has significantly lower statistics than the

dimuon channel, the decision was made not to run the RegIt reconstruction.

Combining the superclusters with tracks in the tracker is also done in a similar way to what is

done for muon reconstruction. The tracks in the pixel detector closest in kinematic space (pT , η

and φ) to the superclusters are found and used to construct the Global electron, which contains all

the information from the tracks in the tracker and the supercluster that make it up. These Global

electrons are the physics objects used in the Z to dielectron analysis. Further cuts based on the

information contained in these objects can be used to remove “fake electrons”.

The standard algorithms and identification criteria presented in Ref. [74] are used for the p+ p

sample, resulting in a reconstruction efficiency of about 98% for pe
T
> 20 GeV/c electrons from
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the Z-boson decays. For Pb+Pb collisions, the electron reconstruction efficiency is about 85% for

pe
T
> 20 GeV/c electrons from the Z-boson decays due to the lower tracking efficiency for Pb+Pb

collisions without RegIt tracking.
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Chapter 5

Analysis of Z → l+l− in Pb+Pb at

√
sNN = 2.76 TeV

Once the data have been recorded, cleaned, and reconstructed, they are ready to be analyzed. The

first step of this analysis is to set the cuts to be used in order to remove as much background

as possible from fake leptons while still keeping a high efficiency. The effect of these cuts is then

compared to what is seen in data and what is seen in MC. This process is described in Section

5.1. The next step is to look at the energy scale and resolution seen in data compared to MC.

Depending on how different the resolution is in data and MC resolution corrections, in the form

of energy scale corrections, MC oversmearing, and resolution unfolding, may need to be applied.

These steps are described in Section 5.2.

After the resolution corrections have been applied, defining and measuring the signal and

background in bins of pT , y and centrality is carried out in Section 5.3. The final part of measuring

the yields is measuring the overall acceptance and efficiency corrections required to correct for losses

in the signal, shown in Section 5.4. Although the uncertainties in the measurement are described in

some detail throughout the chapter, Section 5.5 summarizes the measurement of the uncertainties

for this measurement.

Each section will describe what is done in general, and then will be split into the treatment for

muons relative to that for electrons.
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Since the Tag and Probe (TNP) method used to compare efficiencies seen in data compared to

MC is essential for this study, a large fraction of the effort for the completion of this thesis was

devoted to the estimation of efficiencies via the TNP method. Therefore, Section 5.6 presents a

detailed exposition of the method as used for the present work.

5.1 Lepton Selection and Identification

In order to keep as much signal as possible, the strategy for this analysis is to apply loose cuts.

This approach is possible due to the relatively clean signal the Z provides once a high-pT lepton

cut is made. Especially in the muon channel, the low occupancy of the CMS muon chambers from

the relatively low rate of high-pT muons in Pb+Pb at 2.76 TeV provides a nearly pure Z signal in

the dimuon channel.

5.1.1 Muon Identification

In order to remove objects that reach the muon stations that are not muons (such as high-pT

“punch through” hadrons), muon identification cuts must be made which require a set of selection

criteria on each muon track. Although there are muons from background sources that are present

even with optimized cuts, a significant amount of these background processes, such as cosmic rays

and heavy-quark semileptonic decays, can be rejected by an appropriate selection of cut variables.

For the purpose of this analysis, the muons used are prompt high pT muons with cuts matching

those recommended for high-pT muons in the heavy-ion environment by the CMS Muon Physics

Object Group (POG). They differ slightly from the cuts used in the latest Z boson measurement

in p+p collisions [9] in that no isolation cuts are used. The isolation cuts used in the p+p collision

environment rely on a sufficiently low occupancy in the calorimeters which is not the case in the

heavy-ion environment.

• |ηµ| < 2.4: this cut on the η of the muon is due to the limit of the muon station coverage.

• pT > 20 GeV/c: this removes a small portion of the generated Zs, but keeps the muon

spectrum above the trigger efficiency turn-on curve. This cut is the most effective cut in
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reducing the background while keeping the efficiency high.

• The muon must be found by both the global and tracker muon algorithms. Asking for

the latter helps reject decays-in-flight, punch-through, and matching with noise, background

tracks, or segments.

• The global muon must have at least one valid hit in the muon chamber once the final fit is

preformed (Nhit > 0).

• The global muon must be matched to more than one muon station, which cuts down on the

possibility of punch-through.

• The global muon must have hits in at least 1 pixel layer.

• The global muon must have hits in more than 4 tracker layers.

• χ2/ndf < 10 for the global fit. This cut is chosen to be very loose, and removes some fake

tracks from real data. This cut has the least correlation with the rest of the cuts since events

removed by this cut are not taken out by the other cuts.

• |dz(prim vtx)| < 0.5 mm (inner track), the longitudinal distance of closest approach to the

primary vertex.

• |dxy(prim vtx)| < 0.02 mm (inner track), the transverse distance of closest approach to the

primary vertex.

The cuts listed are studied in the reconstructed MC simulated dataset and the effects of all

quality cuts are shown in Table 5.1. The table summarizes the values of the cuts for the analysis

and the percentile of signal in simulation kept independently by each cut in the third column and

after all the other cuts are applied in the last column. All cuts are applied after applying the trigger

selection of one muon with a pT > 15 GeV/c.

In order to make sure the generated MC is representative of the data, Fig. 5.1 shows the MC

distributions plotted together with the distributions from real data. The reconstructed MC muons

coming from the Z are shown in the green histogram and the reconstructed global muons from
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Table 5.1: Quality cuts applied to global muons.

Cut variable Cut value Only this cut All
except this cut

IsTrackerMuon true 99.07 % 95.41%
Muon Valid Hits > 0 99.11 % 96.21%

Matched Stations > 1 97.68 % 96.70%
Tracker Layers > 4 99.98 % 95.42%

Pixel Layers > 0 99.63 % 95.77 %
GlobalChi2 < 10 98.80 % 96.47%

|dz| < 0.5 mm 99.99% 95.40%
|dxy| < 0.02 mm 99.98 % 95.42%

All cuts applied 95.40 %

the Z candidate muon pairs in data are shown with the red points. For each variable plotted, all

cuts were applied except for the cut on the variable shown. All of the variable distributions are

normalized to unity. For most of the variables, the muons from HI data Z candidates (red points)

match the distributions from MC Zs (green histogram). When a discrepancy between the two is

seen, the cut on the variable is made loose enough so as not to affect the results. This can be

shown by taking the ratio of the integral of the distribution passing the cut in both MC and real

data (RD), shown on each plot. For perfectly matching distributions, this ratio should be equal to

1. The vertical dashed purple lines give the cut values used in the analysis.

Table 5.1 shows that < 5% of the signal is lost when applying all of the quality cuts. The

largest loss comes from requiring more than one matched station. This is also the muon quality

cut responsible for the largest cut on the background.

5.1.2 Electron Identification

Electron candidates are built from the reconstruction of superclusters and their associated tracks.

Unlike the muons, the electrons have a significant amount of background from hadrons and photons.

Thus tighter cuts are required on the electron candidates in order to achieve a significant decrease

in the background. The electron identification variables used in the Pb+Pb analyses were the same

as those used in the
√
s = 7 TeV p + p analyses [7, 8] although the cut values were optimized for

the Pb+Pb environment. The requirements used in the selection process that have been found to
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Figure 5.1: Single global muon quality distributions in the Pb+Pb collision system, from Hydjet
background events with one Z embedded per event (green histogram) and from the real data Z
candidates (red points). All other cuts are applied to the muons but the one displayed. The
histograms are normalized to unit area. The vertical dashed bars indicate the cut values used.
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be the most effective in reducing the background while keeping the largest signal (see Ref. [74] for

a more detailed definition of the variables) are:

• pe
T
> 20 GeV/c, pe

T
is the pT of the electron used in the analysis. The trigger used effectively

sets an online cut requiring one supercluster with ET > 20 GeV and one with ET > 15

GeV, based on energy deposited in the ECAL. After reconstruction, an offline cut requiring

electrons to have pT > 20 GeV/c is set.

• |ηe| < 1.44 where ηe is the η of the electrons. This cut was made based on the limitation of

the trigger used to this η region.

• |1/Esc − 1/p
T track| < 0.05 characterizes the combined cut on supercluster energy and track

pT that identifies the track and superCluster as coming from an electron. These are expected

to be close. A large distance represents a difference in the measured supercluster and track

energy which likely means the track was incorrectly matched to the supercluster.

• |dxy(prim vtx)| < 0.02 mm (inner track), characterizes the distance of closest approach of the

electron track to the primary vertex in the transverse direction. A large distance usually is a

result of an electron resulting from a secondary decay, or a poor global fit.

• H/E < 0.2, where H is the energy deposited in the HCAL towers in a cone of radius

R = 0.15 centered on the electromagnetic supercluster position and E is the energy of the

electromagnetic supercluster. This variable is useful to reject the candidates originating from

jets, which carry not only electromagnetic energy, but also hadronic energy.

• |∆ηin| = |ηsc−ηextrapin | < 0.03, where ηsc is the energy-weighted position in η of the supercluster

and ηextrapin is the η coordinate of the position of closest approach to the supercluster position,

extrapolating from the innermost track position and direction. This is also a measure of how

well the track from the tracker and the supercluster match.

• |∆Φin| = |Φsc − Φextrap
in | < 0.15, where Φsc is the energy weighted position in Φ of the

supercluster and Φextrap
in is the Φ coordinate of the position of closest approach to the supercluster
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position, extrapolating from the innermost track position and direction. Along with ∆ηin, it

helps to determine how well the track and supercluster match.

• σiηiη < 0.011 characterizes the shower shape in the η direction. The larger the value of σiηiη,

the larger the energy spread of the energy deposited in the ECAL. For a high-pT electron

hitting the ECAL, the energy spread is fairly tight. Further description is found in Section

5.1.2.1.

The cuts listed are studied in the reconstructed MC simulated dataset. The effects of all quality

cuts are shown in Table 5.2. The table summarizes the values of the cuts for the analysis. The

percent of the simulated signal kept by each cut independently is given in the third column while

the signal remaining after all other cuts are applied is given in the last column. All cuts are applied

after the trigger selection is complete.

Table 5.2: Quality cuts applied to global electrons.

Cut variable Cut value Only this cut All except this cut

H/E < 0.2 98.68% 78.88 %
|σiηiη| < 0.011 86.19% 88.97 %
|∆ηin| < 0.03 98.66% 78.22 %
|∆Φin| < 0.15 96.86% 80.44 %
|dxy| < 0.02 mm 94.89% 79.81 %

|1/Esc − 1/p
T track| < 0.05 93.40% 80.44 %

All cuts applied 78.21 %

In order to make sure the generated MC is representative of the data, Fig. 5.2 shows the

MC distributions plotted together with the distributions from real data without any background

subtracted. The reconstructed MC muons coming from the Z are shown in the green histogram

and the reconstructed global muons from the Z candidate muon pairs in data are shown with the

red points. For each variable plotted, all cuts were applied except for the cut on the variable shown.

All of the variable distributions are normalized to unity.

The plot comparing electron σiηiη in data and MC are significantly different because there is

a background present in the data that has a fundamentally different shower shape. In order to

subtract the background, sideband subtraction is performed. In this case the mass bins 40 − 70
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Figure 5.2: Single global electron quality distributions in the Pb+Pb collision system, from Hydjet
background events with one Z embedded per event (green histogram) and from the real data Z
candidates (red points). All other cuts are applied to the electrons except the one displayed. The
histograms are normalized to unity. The vertical bars indicate the actual cuts used.
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and 110− 140 GeV/c2 are used as the sideband regions representing the background. These values

are subtracted from those in the 60 − 120 GeV/c2 mass bin. The sideband subtracted results are

shown in Fig. 5.3, demonstrating that the removal of background events removes the discrepancy

between the data and MC.
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Figure 5.3: Single global electron quality distributions in the Pb+Pb collision system, from Hydjet
background events with one Z embedded per event (green histogram) and from the real data Z
candidates (red points). All other cuts are applied to the electrons but the one displayed. Side-band
subtraction is performed, using the mass bins 40−70, and 110−140 GeV/c2 as the sideband regions.
The histograms are normalized to unity. The vertical dashed bars indicate the actual cuts used.
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5.1.2.1 Shower Shape Variable

To study the properties of an electron candidate, we need to investigate the cluster shape variables

provided by the crystals assigned to a given cluster. The σiηiη variable characterizes the shower

shape in the η direction, defined as:

σ2iηiη =

∑5×5
i wi(ηi − η5×5)2∑5×5

i wi
, wi = max(0, c+ ln

Ei
E5×5

), (5.1)

where Ei and ηi are the energy and pseudorapidity of the ith crystal within the 5×5 electromagnetic

cluster. E5×5 and η5×5 are the energy sum and energy-weighted average η of the 5 × 5 crystals.

Here c is a constant effective cut on the crystal energy, fixed to 4.7 in p+ p, studies.

The electron candidates tend to have smaller σiηiη while hadrons and π0s tend to have larger

σiηiη.

5.2 Resolution Corrections

In order for the MC to be trusted, it must faithfully reflect the characteristics of the data. An

important aspect of the data and MC is the resolution of the mass and pT of the Z. If these

are significantly different, then the difference must be accounted for either through a correction or

through assigning an uncertainty associated with that difference.

The first step is to compare the resolutions in data and MC in a data-driven way following the

analysis done in Ref. [75]. This gives a general sense of the agreement between the two, as well as

an idea of the level of resolution effects being dealt with. The next step is to look at the peak and

resolution of the invariant mass in data compared to MC, in order to determine the need for either

energy scale corrections to the data or MC oversmearing.

Finally, due to the significant pT resolution effects that are present due to a combination of

detector and final state radiation effects, unfolding is introduced in order to get a final Z pT

spectrum that can be compared to theoretical predictions.
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5.2.1 Resolution Study

The resolution study was done by following the analysis done in Ref. [75]. To begin, a dilepton

thrust axis is defined that maximizes the scalar sum of the projections of the pT of the two leptons

onto the axis. This axis is defined since the single-muon resolution effects occur dominantly along

this axis. The dilepton pT is then decomposed into a component parallel (al) and another one

perpendicular (at) to this new axis, as shown in Fig. 5.4. In case of big resolution differences

between data and MC, the mean and RMS values of these two variables will be very different with

the al component most affected, resulting in the need for energy corrections.

Figure 5.4: Representation of the transverse plane of the event and of the decomposition of the
dilepton transverse momentum along the thrust axis [75].

5.2.1.1 Resolution Study for Dimuons

Because the dimuon signal is very clean, the dimuon channel is expected to have a high resolution

with the MC and data agreeing within statistics. We plot al and at for all Z candidates from data

(RD) and MC simulation in Fig. 5.5. When no pT selection is applied to the sample, the RMS of

the two variables is comparable.
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Figure 5.5: at versus al distribution for MC simulation on the left and for Z candidates from real
data on the right for dimuons in the Pb+Pb collision system.

The next step is to analyze the data in pT bins while comparing to the expectations from MC

simulations. The RD and MC samples are split in the pT bins of the analysis and the RMS and

mean value of the al and at distributions are computed. Figure 5.6 shows the mean and the RMS

of the al and at distributions for MC truth, MC simulation, and Z candidates in RD.

Finally, the values of the dimuon mass and pT resolution are calculated. The results presented

in Fig. 5.7 are obtained by splitting into 9 pT bins and fitting the difference between the generated

Z mass or pT and the reconstructed value to a Gaussian. The individual fit results can be found

in Appendix A and are shown in Figs. A.1 and A.5. We find a pT resolution of better than 3% for

pT > 40 GeV/c and a mass resolution better than 1.8%.

In the end, although there are some differences between the data and MC, these differences are

not significant given the errors on the resolution measurement.

5.2.1.2 Resolution Study for Dielectrons

When comparing to the dimuon signal, the dielectron channel is expected to have lower resolution.

The MC should reflect this decrease in resolution. The al and at for all Z candidates from real data

(RD) and MC simulation look similar to those shown for the muons in Fig. 5.5, although there are

fewer statistics for the data. When no pT selection is applied to the sample, the RMS of the two

variables is comparable.

The next step is to analyze the data in pT bins while comparing to the expectations from MC
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Figure 5.6: The mean (top) and the RMS (bottom) of the at (left) and al (right) distributions for
MC truth, for MC simulation and for Z candidates from real data (blue squares, green triangles,
and red circles, respectively), for dimuons in the Pb+Pb collision system.

Figure 5.7: The mass resolution (left) and the pT resolution (right) as a function of the generated
pT of the Z boson from dimuons in the Pb+Pb collision system.
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simulations. The RD and MC samples are split in the pT bins of the analysis and the RMS and

mean values of the al and at distributions are computed. Figure 5.8 shows the mean and the RMS

of the al and at distributions for MC truth, MC simulation, and Z candidates in RD.
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Figure 5.8: The mean (top) and the RMS (bottom) of the at (left) and al (right) distributions for
MC truth, for MC simulation and for Z candidates from real data for dielectrons in the Pb+Pb
collision system.

Finally, the values of the dielectron mass and pT resolution are calculated. The results presented

in Fig. 5.9 are obtained by splitting into 9 pT bins and fitting the difference between the generated

Z mass or pT and the reconstructed value to a Gaussian. The individual fit results can be found

in Appendix A and are shown in Figs. A.2 and A.6. We find a pT resolution of better than 5% for

pT > 40 GeV/c, and a mass resolution better than 3%.

The RMS al is the most significant value representing the resolution. It shows that the data

and MC distributions match within statistics. The other values have some significant differences,

although they have large statistical limitations as well. These differences will be addressed by
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Figure 5.9: The mass resolution (left) and the pT resolution (right) as a function of the generated
pT of the Z boson from dielectrons in the Pb+Pb collision system.

applying an energy correction to the data, and oversmearing the MC.

5.2.2 Invariant Mass Comparison

Studying the Z boson comes with the bonus that it provides a prominent peak compared to

background processes. It is thus possible to compare the invariant mass distribution seen in data

compared to that of the MC. If energy scale corrections are needed, the Z boson peak will be at a

different mass in the data compared to MC and, if the resolution differs between the two, then the

MC must be oversmeared.

5.2.2.1 Invariant Mass for Dimuons

Figure 5.10 shows the invariant mass distribution for global-global muon pairs from real data after

all cuts are made. The solid points are the opposite-sign (OS) pairs, the open points represent the

same-sign (SS) pairs (of which there are none in the dimuon channel). The red, filled histogram

shows the invariant mass distribution seen in the MC. Since the background is negligible in the Z

mass range, we can directly get the number of Zs from counting: NZ = 1022 in the [60−120] GeV/c2

mass range. The number of background events from muons not coming from a Z that get matched

together with other muons and fall within that mass range can be estimated by looking at the

number of same-sign pairs.

Comparing data and MC, the peaks match, confirming that the muons are reconstructed with
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Figure 5.10: Invariant mass of global-global muon pairs in the Pb+Pb collision system, after all
cuts are made. The solid points represent “Opposite charge” muon pairs in data, and the open
points would represent the “Same charge” muon pairs, but none were observed in this mass range.
The filled, red histogram represents the MC.

the correct energy. The MC appears to have a slightly higher resolution than the data although,

given the statistics, the resolutions are reasonably similar.

5.2.2.2 Invariant Mass for Dielectrons

Figure 5.11 shows the invariant mass distribution for electron pairs from real data. The solid points

are the opposite-sign pairs, the open points are the same-sign pairs and the blue, filled histogram

shows the invariant mass in the MC. For Z bosons decaying into two electrons, the background

is well represented by the same-sign pairs (although a charge misidentification correction will be

applied later on). We can get the number of Zs from counting the number of opposite-sign pairs:

NZ(OS) = 355 and subtracting the number of same-sign pairs: NZ(SS) = 27, resulting in NZ(OS−

SS) = 328 in the [60− 120] GeV/c2 mass range.

Comparing data and MC, the peak of the data is shifted, which confirms that there is a need for

an energy scale correction for the electron case. The MC also appears to have a higher resolution

than the data, which may require oversmearing after the energy correction is applied.
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Figure 5.11: Invariant mass of electron pairs in the Pb+Pb collision system, after all cuts are made.
The solid points represent “Opposite charge” electron pairs in data, and the open points represent
the “Same charge” electron pairs. The blue, filled histogram represents the MC.

5.2.3 Energy Correction

Since the resolution of the muon systems is really good, and the background in the muon stations

is low, little or no energy correction is expected to be needed. Due to the high background in the

electron stations, it is expected that an energy correction will be needed in order to account for

the background increasing the average energy present in the ECAL. By looking at the invariant

mass distributions in the two decay channels, these expectations are validated. Therefore energy

corrections are carried out in the electron channel.

5.2.3.1 Energy Correction for Dielectrons

Due to the underlying heavy-ion event, there can be significant differences in the average energy

deposited in the calorimeters between peripheral and central events. Figure 5.12 shows the difference

in reconstructed pT compared to generated pT for peripheral and central collisions. Electrons in

central heavy-ion events are on average reconstructed with higher pT than those reconstructed in

peripheral events. This shift must be corrected for.

Although the correction due to the energy scaling has a small effect on the yield of the Zs,

it will significantly change the distribution of the Zs with respect to the Z pT and y, as well
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Figure 5.12: Left: 10% most central events, where on average, the pT of reconstructed electrons is
5% greater than the generated pT . Right: 50% most peripheral events, where on average, the pT
of reconstructed electrons is 2% smaller than the generated pT .

as correcting the shift in the invariant mass peak. Thus, this difference needs to be corrected

for. This correction is determined by taking every electron generated and comparing it to its

reconstructed kinematics, ET (reco)/ET (gen). Figure 5.13 shows the mean and standard deviations,

sigma, of ET (reco)/ET (gen) binned in centrality and ET . The electrons are corrected by this factor,

depending on their energy and event centrality.

Figure 5.14 shows the invariant mass after the energy scale correction is applied to each electron,

given its reconstructed pT and centrality.

5.2.4 Oversmearing of the MC

Once the data has been corrected, the Z boson peaks should match. When comparing the resolution

of the peak, there may still be a significant difference between data and MC. If so this difference

either needs to be corrected for or taken into account in the uncertainties. The first step is to

determine, given the statistics of the measurement, whether or not the distributions really are

different.
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Figure 5.13: Energy scale and resolution of reconstructed electrons in the Pb+Pb collision system.
MC electrons embedded in heavy-ion data were used. The energy binning used is based on the
reconstructed kinematics of the electron
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Figure 5.14: Invariant mass of electron pairs in the Pb+Pb collision system, after all cuts are made,
and after the energy-scale correction is applied. The solid points represent “Opposite charge”
electron pairs in data, and the open points represent the “Same charge” electron pairs. The blue,
filled histogram represents the MC.
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5.2.4.1 Kolmogorov-Smirnov Test

One test that can be done to determine how likely it is that the data distribution came from the

underlying MC distribution is the Kolmogorov-Smirnov (KS) test [76]. This test can be used to

compare either a cumulative distribution function of reference (CDF) to an empirical distribution

function of the sample (ECDF) or two ECDFs. In this case, it makes sense to compare the MC

as the CDF and the data as the ECDF in order to determine the likelihood that the data came

from the MC distribution. If the likelihood is high, then there is no need for further correcting or

smearing the energy.

The KS test is set up to be run as an unbinned test so that the goodness of fit will not

change based on the chosen binning. The test steps through the cumulative probability of the two

distributions. The statistic that measures the goodness of fit is the maximum distance between the

two plots, as shown in Fig. 5.15.

Figure 5.15: lllustration of the Kolmogorov-Smirnov statistic. The red line is CDF (MC), the blue
line is an ECDF (data), and the black arrow is the KS statistic [77].

The result of the KS test comparing the data and MC in the dimuon channel is that 20% of

randomly drawn distributions from the MC will fit either as well or more poorly than the recorded

data. Although this is not excellent agreement, it is good enough to justify keeping the MC

resolution as is, without oversmearing, and that the oversmearing correcting this difference (as

described for the electron MC in Pb+Pb in Section 5.2.4.2) is insignificant.

The result of the KS test comparing the data and MC in the dielectron channel is that 6% of
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randomly drawn distributions from the MC will fit as well or more poorly than the recorded data.

This is poorer agreement than that in the dimuon channel. Thus oversmearing is needed to correct

the MC to match the data.

5.2.4.2 Oversmearing of the Electron MC

Although the resolution does not change the overall yields, the fact that the MC has a better

resolution than the data can affect the pT unfolding to correct for resolution effects. Hence, in

order to correct for this, each MC electron pT is smeared by adding a random number from a

Gaussian distribution of mean 0, and σ = x. For each smear of σ = x, the smeared MC is

compared to the data. The best smearing is the one that gives the largest p-value for the KS test,

in the mass range 80− 100 GeV/c2. The p-values for the various levels of oversmearing are shown

in Fig. 5.16.
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Figure 5.16: Plot shows the p-value from the χ2 test for the MC and data distributions in the
Pb+Pb collision system, showing the peak value at 1.7 GeV/c.

The p-value is a maximum at σ = 1.7 GeV/c. The effect is insignificant in the overall efficiency,

vs. centrality and vs. y (on the order of 0.1%). The effect is more significant in pT due to the

unfolding of resolution effects. After the oversmearing is carried out in the MC, the results of the

data and MC invariant mass comparison are shown in Fig. 5.17.
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Figure 5.17: Invariant mass of electron pairs in the Pb+Pb collision system, after all cuts are made,
the energy correction is applied to the data, and oversmearing is applied to the MC.

5.2.5 Unfolding

The pT that a Z boson is produced with and the pT that it is reconstructed with can be different

for a variety of reasons. Some of these reasons involve final or initial state energy loss from the

leptons that the Z boson decays into. In addition, the detector does not have perfect resolution.

In order to compare the final measured Z pT spectrum to theoretical predictions, these resolution

effects must be corrected for. Such a procedure is sometimes referred to as unfolding.

In the method applied to this analysis, the effect of bin migration (a Z being reconstructed at

a slightly different pT due to finite resolution) is separated from other effects and a correction is

applied to the data. The TUnfold package in ROOT is employed, using the following method:

1. Take the MC sample that has undergone a similar reconstruction to that of the data.

2. Create a response matrix that holds the information of how the generated kinematic values

were transformed into reconstructed kinematic values.

3. “Unfold” that response matrix to get a matrix that can be used to transform the reconstructed

kinematic values of particles in data back to the original kinematic values of that particle.
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4. Regularization as explained below is applied.

To zeroth-order, “unfolding” the response matrix is just taking the inverse of the response

matrix. The problem with this method is that statistical fluctuations are amplified during the

inversion unless smoothness conditions are applied. These conditions, known as regularization

conditions, are an attempt at making the unfolded distributions look smooth and remove the

amplified statistical fluctuations that occur if one just uses the inverse of the response matrix. For

the TUnfold method, Thikonov regularization is done, using the standard scheme based on the

curvature of the difference between the output and bias distributions. The TUnfold method is

applied to both the dielectron and dimuon channels for the pT spectrum. The Z y distribution

does not show significant need for unfolding due to the relatively flat y distribution.

5.2.5.1 Resolution Unfolding for Dimuons

Using the MC that has been generated, the response matrix shown in Fig. 5.18 is created.
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Figure 5.18: Matrix of generated versus reconstructed pT for the Z boson in the dimuon channel
in Pb+Pb collisions. This matrix is obtained from the MC used in this analysis.

The response matrix is unfolded, and applied to the data binned in Z boson pT in order to

transform the reconstructed Z boson pT spectrum to the originally produced Z boson pT spectrum.
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5.2.5.2 Resolution Unfolding for Dielectrons

For the Z boson dielectron analysis, in order to unfold the resolution effects with respect to pT ,

Fig. 5.19 shows the response matrix (generated pT versus reconstructed pT ) based on the generated

MC.
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Figure 5.19: Matrix of generated versus reconstructed pT for the Z boson in the dielectron channel
in Pb+Pb collisions. This matrix is obtained from the MC used in this analysis.

5.3 Raw Yields

Due to the clean signal of the Z boson, the raw signal (background) yields are determined by

counting the number of opposite (same) charge dileptons in the [60 − 120] GeV/c2 mass range.

Those dileptons are required to pass the following acceptance cuts: each muon (electron) has a

pµ
T
> 20 GeV/c (pe

T
> 20 GeV/c), |η| < 2.4 (1.44), and each dimuon (dielectron) has |y| < 2.0

(1.44). The raw yield is counted in the full integrated bin and also split into bins of pT , |y|, and

centrality.
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5.3.1 Raw Yields in Dimuon Channel

The Z candidates in the dimuon channel are split into bins of pT , |y|, and centrality, as shown in

Table 5.3. The total integrated value is 1022 ± 32 Z bosons. There are no same charge dimuons

so no background subtraction is needed.

Table 5.3: Raw number of Z boson candidates in the dimuon channel in the pT , y, and centrality
bins used for the analysis, including statistical uncertainties for pµ

T
> 20 GeV/c, |ηµ| < 2.4 and

|yµµ| < 2.0

.
pT 0− 5 5− 10 10− 20 20− 30 30− 40 40− 50 50− 100

NZ 298± 16 291± 17 225± 15 108± 10 40± 6 27± 5 29± 5

|y| 0− 0.25 0.25− 0.5 0.5− 0.75 0.75− 1.0 1.0− 1.25 1.25− 1.5 1.5− 1.75 1.75− 2.0

NZ 165± 13 150± 12 153± 12 147± 12 143± 12 129± 11 91± 9 44± 7

Cent 0− 10% 10− 20% 20− 30% 30− 40% 40− 50% 50− 100%

NZ 396± 20 284± 17 154± 12 98± 10 45± 7 45± 7

5.3.2 Raw Yields in Dielectron Channel

The Z candidates in the dielectron channel are split into the same bins of pT , and centrality as

the dimuon channel, but different bins of |y|, as shown in Table 5.4. There are 355 ± 19 opposite

charge dielectrons and 27 ± 5 same charge dielectrons, resulting in a background subtracted raw

yield of 328 ± 20 Z bosons.

5.4 Acceptance and Efficiency

Once all of the resolution corrections have been applied and the raw signal and background yields

have been measured, the acceptance and efficiency corrections required to correct for losses in the

signal are calculated. These corrections are calculated as functions of pT , y and centrality in order

to look at the corrected yields.

The acceptance factor can be calculated by dividing the number of generated Zs by the number

of accepted Zs in our MC sample. The acceptance cuts are as shown in the following equation,
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Table 5.4: Raw number of Z boson candidates in the dielectron channel in the pT , y, and centrality
bins used for the analysis, including statistical uncertainties for pe

T
> 20 GeV/c, |ηe| < 1.44 and

|yee| < 1.44

.
pT (GeV/c) 0− 5 5− 10 10− 20 20− 30 30− 40 40− 50 50− 100

NOS
Z 96±10 95±10 86±9 38±6 19±4 12±3 9±3

NSS
Z 2±1 4±2 9±3 6±2 3±2 0±0 2±1

NOS−SS
Z 94±10 91±10 77±10 32±7 16±5 12±3 7±3

|y| 0− 0.25 0.25− 0.5 0.5− 0.75 0.75− 1.0 1.0− 1.44

NOS
Z 106±10 78±9 86±9 48±7 37±6

NSS
Z 9±3 6±2 8±3 2±1 2±1

NOS−SS
Z 97±10 72±9 78±9 46±7 35±6

Centrality 0− 10% 10− 20% 20− 30% 30− 40% 40− 50% 50− 100%

NOS
Z 131±11 92±9 66±8 30±5 19±4 17±4

NSS
Z 7±2 4±2 7±2 2±1 3±2 4±2

NOS−SS
Z 124±12 88±10 59±9 28±6 16±5 13±5

where e refers to electrons and µ to muons:

α =
NZ(|yµµ(ee)Z | < 2.0(1.44), |ηµ(e)| < 2.4(1.44), pµ(e)

T
≥ 20 GeV/c)

NZ(|yµµ(ee)Z | < 2.0(1.44))
. (5.2)

The efficiency corrections are done so that the denominator is based on the number of generated

Z events that survive the selection on kinematical quantities whereas the numerator is based on

the number of reconstructed dimuon (dielectron) events after applying the selection criteria to

the dimuon (dielectron) reconstructed quantities. The denominator and numerator are binned in

reconstructed kinematics, thus also taking into account the minimal resolution effects in y. The

combination of the trigger, reconstruction, and lepton identification efficiencies are calculated as:

ε =
NZ(|yµµ(ee)Z | < 2.0(1.44), |ηµ(e)| < 2.4(1.44), pµ(e)

T
≥ 20 GeV/c, quality cuts)

NZ(|yµµ(ee)Z | < 2.0(1.44), |ηµ(e)| < 2.4(1.44), p
µ(e)
T ≥ 20 GeV/c)

. (5.3)

When the data are binned in the Z-boson pT , y, or event centrality, the corresponding selection

is applied to both the numerator and denominator. The overall acceptance is approximately 70%

(50%) in the muon (electron) rapidity ranges. The overall efficiency is approximately 85% (55%)

in the muon (electron) case in Pb+Pb collisions. In the following sections we will look at these in

more detail.
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5.4.1 Acceptance and Efficiency Corrections for Dimuons

Acceptance The acceptance measurement for dimuons is shown in Fig. 5.20 as a function of Z

boson pT and y. Since the acceptance is not based on the state of the detector, the acceptance is

flat as a function of centrality.
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Figure 5.20: Acceptance corrections for dimuons as a function of Z pT and y evaluated from
Pythia, in the Pb+Pb collision system.

Efficiency The combined trigger, reconstruction, and muon identification efficiency as function

of centrality, Z boson pT , and y are shown in Fig. 5.21.
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Figure 5.21: Combined trigger, reconstruction, and muon identification efficiency for dimuons in
bins of the analysis, in the Pb+Pb collision system.

The final correction to be applied to the raw yields extracted from data is the product of the

acceptance and efficiency, α× ε.
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5.4.2 Acceptance and efficiency corrections for dielectrons

Acceptance The acceptance measurement for dielectrons is shown in Fig. 5.22 as a function of Z

boson pT and y. Since the acceptance is not based on the state of the detector, the acceptance is

flat as a function of centrality.
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Figure 5.22: Acceptance corrections for dielectrons as a function of Z boson pT and y evaluated
from Pythia, in the Pb+Pb collision system. The significant drop in acceptance vs. |y| is due to
the limitation of the electron η < 1.44.

Efficiency The combined trigger, reconstruction, and muon identification efficiency as function

of centrality, pZ
T

and y are shown in Fig. 5.23.
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Figure 5.23: Combined trigger, reconstruction, and electron identification efficiency for dielectrons
in bins of the analysis in the Pb+Pb collision system.

Electron charge misidentification One of the cuts required for a dielectron to be considered

a Z candidate and counted as part of the signal, is that the two electrons have opposite charge.
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In the proton-proton environment, electron charge misidentification occurs on the order of 1

time in 1000. In the Pb+Pb environment simulations shown below give a value closer to 1 time in

200. Figure 5.24 shows the number of same-sign pairs that are reconstructed in MC.
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Figure 5.24: Invariant mass of electron pairs in MC in the Pb+Pb collision system, showing
same-sign and opposite-sign pairs. All events are from simulated Zs. The red points are electron
pairs with reconstructed opposited sign charges and the blue points are electron pairs with
reconstructed same sign charges. There are 1.50 · 106 opposite-sign pairs (after weighting), and
1.64 · 104 same-sign pairs.

The relative proportion of same-sign over opposite-sign pairs vs. electron pT , η, and centrality

are shown in Fig. 5.25. There is a significant difference between charge misidentification at very

low centrality (very peripheral events show a misidentification rate consistent with the previously

stated 1 time in 1000) vs. high centrality, which explains why the effect that is seen in Pb+Pb

(∼ 0.5% effect per electron resulting in ∼ 1% effect per Z) is so much greater than that seen in

p+ p.

5.5 Uncertainties

The overall uncertainties measured are given here. The description of how these uncertainties

are calculated is discussed in the following sections. The total systematic uncertainty in the Z

yield in Pb+Pb collisions is estimated by adding the different contributions in quadrature. The
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Figure 5.25: Ratio of electrons and Zs reconstructed with incorrect charge over the total electrons
and Zs reconstructed in the Pb+Pb collision system. The overall effect for electrons is ∼ 0.5% and
thus for Zs is ∼ 1%.
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uncertainty in the efficiencies is 1.8% for the dimuon channel and 7.4% for the dielectron channel.

These estimates are based on the TNP technique for measuring single-particle reconstruction,

identification, and trigger efficiencies. The method is done in a way similar to that described in

Ref. [78] and is dominated by the statistical uncertainty from data.

The uncertainties coming from the acceptance corrections are less than 2%, as estimated by

varying the input pT and y shapes used to estimate the acceptance. The uncertainty comes from

applying a weight to the generated Z pT and y distributions that varies linearly between 0.7 and

1.3 over the ranges 0 < pT < 100 GeV/c and 0 < |y| < 2.0 (1.44 for the dielectron channel). The

pT -dependent uncertainty arising from the resolution unfolding is less than 1%, as estimated by

varying the generated Z pT distribution using the same method.

The systematic uncertainty in the remaining background from other physics sources such as

semileptonic decays of heavy-flavors is estimated by fitting the lower dilepton mass range (with the

Drell-Yan contribution subtracted) to an exponential and extrapolating the fit to higher masses.

This fit gives us a conservative systematic uncertainty of 0.5% for the dimuon channel and 2% for

the dielectron channel.

The integrated systematic uncertainties for the Z → µ+µ− and the Z → e+e− channel yields

in Pb+Pb collisions are summarized in Table 5.5.

Table 5.5: Summary of the integrated systematic uncertainties on the Z → µ+µ− and Z → e+e−

yields in Pb+Pb.

Z → µ+µ− Z → e+e−

Combined Efficiency 1.8% 7.4%
Acceptance 0.7% 0.7%
Background 0.5% 2.0%

NMB 3.0% 3.0%

Overall (without TAA) 3.6% 8.3%

TAA (NMB included) 6.2% 6.2%
Overall 6.5% 9.9%
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5.5.1 Background Studies

Although the background for measuring Z boson production in the dimuon and dielectron channels

is small, it is important to quantify how small that contribution is. The same-sign pairs give

an indication of the background from uncorrelated muon pairs. However other physics sources

can contribute opposite-sign pairs that are not reflected in the same-sign distribution, such as bb̄

production and Z → τ+τ− where τ± → µ±νµ± ν̄τ± .

To get an indication of the background under the Z boson signal, the data distribution is fitted

with the distribution predicted by a simulation of embedded and fully reconstructed Z bosons

and Drell-Yan. Since the Drell-Yan process is part of the signal in the [60 − 120] GeV/c2 mass

region, the background should be determined from the difference of the Z boson combined with the

Drell-Yan production and the data distributions. The difference is fit in the low mass region with

exponentials (since the expected backgrounds have a falling exponential shape) in various ranges.

The resulting exponential fit function is extrapolated to the signal region. The worst case scenario

is used as an upper limit on the expected background.

Muons Figure 5.26 shows the mass distribution of muon pairs in real data on the left and the

differences between data and MC fit with exponentials on the right. The only difference between

one background fit and the other is the beginning and end of the fit window. The worst case

scenario is shown by the green curve. The 1.8% contribution of the remaining background to the

the signal region is considered as the systematic on the background.

Electrons Figure 5.27 shows the mass distribution of electron pairs in real data on the left and

the differences between data and MC fit with exponentials on the right. The worst case scenario is

shown by the black curve. The 2.0% contribution in the signal region is considered as the systematic

on the background.

5.5.2 Acceptance and Efficiency Uncertainty from Shape Variation

A systematic uncertainty on the product of the acceptance and efficiency MC correction factor is

determined by applying a weight to the generated Z pT an y distributions that varies linearly from

0.7 to 1.3 (or 1.3 to 0.7) over the ranges 0 < pT < 100 GeV/c and 0 < |y| < 2.0. This accounts for
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Figure 5.26: (Left) The invariant mass distribution of muon pairs in real data fitted with the
mass distribution from Z boson combined with Drell-Yan simulation (the black line). (Right)
Difference between the real data mass distribution and the fitted Drell-Yan simulation, together
with exponential fits to the lower mass region to estimate the background in the Pb+Pb collision
system.
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Figure 5.27: (Left) The invariant mass distribution of electron pairs in real data (red circles) fitted
with the mass distribution from simulation (green histogram). (Right) Difference between the real
data mass distribution and the fitted simulation together with exponential fits to the lower mass
region estimating the background in the Pb+Pb collision system.
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maximum variations expected from theory in the shapes of the kinematic distributions.

The systematic uncertainty on the acceptance αsyst due to the variation of the y and pT shapes

as described above, is estimated as follows. Here αd is the acceptance without the shape variation:

αsyst(pT
, y) = 0.5

√
(αd − α+30%(p

T
))2 + (αd − α−30%(p

T
))2 + (αd − α+30%(y))2 + (αd − α−30%(y)))2 (5.4)

We follow the same method for the efficiency εsyst as well as a function of transverse momentum,

y and centrality (where εd is the efficiency without the shape variation):

εsyst(pT
, y) = 0.5

√
(εd − ε+30%(p

T
))2 + (εd − ε−30%(p

T
))2 + (εd − ε+30%(y))2 + (εd − ε−30%(y)))2 (5.5)

Muon In the dimuon channel, the shape variations used, based on the procedure described

above, are illustrated in Figs. 5.28 and 5.29. The results of both acceptance and efficiency uncertainties

due to varying the shape are shown in Table 5.6.
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Figure 5.28: (left) All generated Z, (center) Z in acceptance, (right) reconstructed Z for the dimuon
channel in the Pb+Pb collision system.

Electrons The shape variations used in the dielectron channel, based on the same procedure

are illustrated in Figs. 5.30 and 5.31. Since the underlying distribution of the Z boson pT and y

does not depend on whether the Z boson will decay into a dimuon or dielectron, the left plots of

Figs. 5.28 and 5.30 and Figs. 5.29 and 5.31 have identical shapes. The results of both acceptance

and efficiency uncertainties are shown in Table 5.7
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Figure 5.29: (left) All generated Z, (center) Z in acceptance, (right) reconstructed Z for the dimuon
channel in the Pb+Pb collision system.

Table 5.6: Fractional dimuon acceptance and efficiency uncertainties as a function of pT , y, and
centrality.

pT (GeV/c) 0− 5 5− 10 10− 20 20− 30 30− 40 40− 50 50− 100

αSyst(pT ) 0.021 0.018 0.022 0.018 0.018 0.014 0.013
εSyst(pT ) 0.008 0.002 0.001 0.004 0.004 0.008 0.007

|yZ | 0− 0.25 0.25− 0.5 0.5− 0.75 0.75− 1.0 1.0− 1.25 1.25− 1.5 1.5− 1.75 1.75− 2.0

αSyst(y) 0.0003 0.0006 0.0002 0.0003 0.0007 0.0011 0.0016 0.0017
εSyst(y) 0.0007 0.0008 0.0001 0.0006 0.0004 0.0002 0.0015 0.0012

Cent (%) 0− 10 10− 20 20− 30 30− 40 40− 50 50− 100

αSyst(cent) 0.019 0.020 0.019 0.021 0.020 0.021
εSyst(cent) 0.004 0.002 0.003 0.003 0.004 0.001
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Figure 5.30: (left) All generated Z, (center) Z in acceptance, (right) reconstructed Z for the
dielectron channel in the Pb+Pb collision system.
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Figure 5.31: (left) All generated Z, (center) Z in acceptance, (right) reconstructed Z for the
dielectron channel in the Pb+Pb collision system.

Table 5.7: Fractional uncertainties for dielectrons on acceptance and efficiency as a function of pT ,
y, and centrality.

pT (GeV/c) 0− 5 5− 10 10− 20 20− 30 30− 40 40− 50 50− 100

αSyst(pT ) 0.0223 0.0217 0.0197 0.0187 0.0169 0.0153 0.0158
εSyst(pT ) 0.0028 0.0028 0.0048 0.0003 0.0010 0.0016 0.0017

|yZ | 0− 0.25 0.25− 0.5 0.5− 0.75 0.75− 1.0 1.0− 1.44

αSyst(y) 0.0025 0.0017 0.0003 0.0019 0.0027
εSyst(y) 0.0006 0.0014 0.0011 0.0005 0.0011

Cent (%) 0− 10 10− 20 20− 30 30− 40 40− 50 50− 100

αSyst(cent) 0.0239 0.0213 0.0226 0.0294 0.0237 0.0203
εSyst(cent) 0.0006 0.0018 0.0005 0.0023 0.0023 0.0026

100



5.5.3 Uncertainty on TAA

The TAA values and uncertainties which are used to scale from p + p to Pb+Pb are shown in

Table 4.1. The uncertainties are shown in Table 5.8. The TAA uncertainties were determined

through variation of the Woods-Saxon parameters of the nucleus, variation of Glauber model

parameters, the uncertainties in the particle production model used to describe the
∑
ET for

the CMS data, and the variation of the nucleon-nucleon cross section.

Table 5.8: Uncertainty on TAA.

Centrality bin Uncertainty Centrality bin Uncertainty

0-10% 4.3% 30-40% 8.5%
10-20% 5.2% 40-50% 10.9%
20-30% 6.6% 50-100% 15.0%

5.6 Tag and Probe Method

The TNP method is used to extract efficiencies in a data-driven way. It will be used in this analysis

to verify the single-lepton triggers, tracking and identification efficiencies calculated from MC. The

TNP analysis is done using the official TNP framework, as employed for example in Refs. [79, 80].

TNP makes use of peaks such as the Z where the dilepton pair reconstructed at the correct

mass cannot come from something other than real leptons (once the background is subtracted).

Well-defined leptons that pass a tight selection are called the “Tag” leptons. They are combined

with the other leptons, the “Probe” leptons, and their invariant mass is computed. A “passing

probe” is a probe which possesses those criteria for which we want to evaluate/estimate an efficiency.

Some challenges arise in measuring the tracking efficiency because, in the heavy-ion environment,

the tracking efficiency and the rate of fake tracks are both correlated with the multiplicity of the

underlying Pb+Pb event, i.e. one can have a pair that arises from the combination of losing a

true muon and gaining a fake one which gets counted in the numerator for purposes of measuring

efficiency. Yet another problem is that measuring the track matching efficiency between the signal

in the ECAL or the muon station and an inner track (necessary to promote to a global lepton) is
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not straightforward in heavy-ion collisions [79].

Due to these challenges, the TNP method in this analysis is not used for measuring efficiencies

but instead is used for comparing MC to data. The difference between the two demonstrates

the differences between using our MC for measuring efficiencies and using a data-driven method

to calculate efficiencies. We compare the efficiencies obtained with TNP on data with efficiencies

obtained with TNP on MC as well as with the efficiencies obtained by the method described earlier.

When the results obtained through the different methods agree, we gain confidence in the use of the

embedded samples in Hydjet. The level of agreement also gives us a handle on the uncertainties

on the calculated efficiencies.

Two tag-probe invariant mass distributions are formed, in the vicinity of the Z mass, according

to whether the probe passes or fails the criteria for which the efficiency is being measured. The two

mass distributions are then fit simultaneously, and the efficiency ε (and its uncertainty) is extracted

as a parameter in the fit,

Npass = ε×Nprobes (5.6)

Nfail = (1− ε)×Nprobes

where Nprobes, Npass, and Nfail are the number of “all probes”, “passing probes”, and “failing

probes” respectively.

In the end the values measured are used in the following ways: the ratio of the efficiency found

in MC and data is used to scale the efficiencies measured using MC in order to correct for differences

between the two datasets; the uncertainties from the MC and data fits are used as the uncertainty

associated with the TNP method, as is standard for heavy-ion analyses using TNP because the

resulting fluctuations in the fits are driven by limited statistics in data.

5.6.1 TNP Method for Muons

For the TNP for muons, the term “Good Quality”, which will be used through the section, refers

to:
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• isTrackerMuon.

• isGlobalMuon.

• Valid Muon Hits > 0.

• Number of Matched Stations > 1.

• Global Track χ2/ndof < 10.

• TrackerLayersWithMeasurement > 4.

• PixelLayersWithMeasurement > 0.

“Good Track Quality” requirement refers to:

• TrackerLayersWithMeasurement > 4.

• PixelLayersWithMeasurement > 0.

Our acceptance requirement for the single muon is pT > 20 GeV/c and |η| < 2.4.

5.6.1.1 Muon Trigger Efficiency

The settings used to get the trigger efficiency with the TNP method are the following:

• Tag: a Global Muon with “Good Quality” and matched to a single-muon trigger.

• Probe: a Global Muon that fulfills all “Good Quality” cuts and is in the acceptance.

• Passing: a Probe that can be matched to the dimuon trigger, requiring both muons to have

a pT > 3 GeV/c (HLT HIL2DoubleMu3).

The mass range used in the fit is M ∈ [60, 120] GeV/c2 and the mass peak is fitted with a

Voigtian function for the passing and failing signal [81]. The passing and failing background is

fitted with an exponential. The efficiency of the trigger is estimated to be 97.4 ± 0.4%(stat) from

the fit using Z in real data for our trigger. The fits for MC and data are shown in Appendix B.1.
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Figure 5.32 shows the single-muon trigger efficiency as a function of pT and η for real data in

red and for Zs embedded in Hydjet in blue. The agreement between each sample is at the 1%

level. The HLT HIL2DoubleMu3 trigger requires two muons with a pT greater than 3 GeV/c. Note

that the analysis is restricted to single muons with pT > 20 GeV/c and so the turn-on curve of the

triggers is below the region of interest for the muons we are using. On average the trigger efficiency

is very good, 98.2% from TNP with the embedded samples. The ratio of the efficiency found in

MC and data is used to scale the efficiencies measured using MC. The uncertainties from the MC

and data fits are used for the uncertainty associated with the TNP method.
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Figure 5.32: Single muon triggering efficiency in the Pb+Pb collision system of the
HLT HIL2DoubleMu3 trigger as a function of pT on the left and η on the right and Npart on the
bottom. In red: Z in real data, in blue: Z embedded in Hydjet.

We note here that since we are using a combination of two triggers, one trigger that requires a

single muon with a pT > 15 GeV/c (HLT HIL2Mu15) and one dimuon trigger (HLT HIL2DoubleMu3),
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it is impossible to simultaneously get the single muon trigger efficiency of the OR of the triggers

by looking at the OR of the triggers in TNP. For example, if instead of defining our passing probe

as we did before, we defined it as:

• Passing: a Probe that can be matched to either the single or double muon trigger.

we would see no difference in the single muon efficiency. Since the Tag is matched to a single muon

trigger with a pT > 3 GeV/c, for HLT HIL2DoubleMu3 (two triggering muons with a pT > 3 GeV/c)

to be satisfied we only require the probe to be matched to a trigger and have a pT > 3 GeV/c. For

HLT HIL2Mu15 to be satisfied the probe must be matched to a trigger and have a pT > 15 GeV/c,

which is a harder cut than that required for the dimuon trigger. Although the single muon trigger

efficiency does not show this to be the case, the single muon trigger does have a higher efficiency to

trigger on Z events, since only one of the high-pT muons coming from the Z needs to trigger. This

is equivalent to only getting hit once by the single muon trigger efficiency instead of twice which is

the case for the dimuon trigger.

Therefore, it is important to make sure that the MC and data agree for each trigger independently.

In adding the Zs that are triggered by HLT HIL2Mu15, it is important to make sure that the trigger

simulation in MC matches well what occurs in data. Defining the settings used to get the trigger

efficiency for HLT HIL2Mu15 on its own:

• Tag: a Global Muon with ‘Good Quality” and matched to at least one Single Muon Trigger.

• Probe: a Global Muon that fulfills all quality cuts and is in the acceptance.

• Passing: a Probe that can be matched to the Single Muon trigger, requiring a pT > 15 GeV/c

trigger.

Figure 5.33 shows the efficiencies measured versus pT and η for the triggers separately and an

OR of the two. The overall agreement between MC and data is within 1%.

5.6.1.2 Muon ID Efficiency

The settings for the method used to estimate the muon identification efficiency are the following :
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Figure 5.33: Single muon triggering efficiency in the Pb+Pb collision system of the
HLT HIL2DoubleMu3 trigger as a function of pT on the left and η on the right. Top: MC. Bottom:
RD In red: dimuon trigger (completely overlaps with OR trigger). In blue: single muon trigger. In
green: OR of the dimuon and single muon trigger.
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• Tag: a Global Muon with “Good Quality” and matched to the Double Muon Trigger.

• Probe: Tracker muon in acceptance, passing good track quality cuts.

• Passing: probe that can be matched to a global muon in the acceptance and is “Good

Quality”.

The mass range used in the fit is M ∈ [60, 120] GeV/c2 and the mass peak is fitted with a

Voigtian function for the passing and failing signal. The passing and failing background is fitted

with an exponential. The efficiency for muon identification is estimated to be 97.8 ± 0.5% (stat)

from the fit using Z in real data. The fits for MC and data are shown in Appendix B.1.

Figure 5.34 shows the muon identification efficiency as a function of pT and η, for real data in

red and for Z embedded in Hydjet in blue. The agreement between each sample is at the 1%

level. Note that these values are different from those from simulations due to a few missing cuts.

The missing cuts are:

• dz < 0.5 mm: distance of closest approach between the muon track and the vertex in the

z-direction. This is not currently implemented in the TNP since the variable we first used

turned out to be the distance of closest approach between the muon track and the (0,0,0)

CMS position in the z-direction.

We note that the results for real data are within 1% of the simulation, thus these cuts do not

remove many candidates and that the data and MC distributions we are cutting on agree very well.

The ratio of the efficiency found in MC and data is used to scale the efficiencies measured using

MC, and the uncertainties from the MC and data fits are used as the uncertainty associated with

the TNP method.

5.6.1.3 Muon Track Reconstruction Efficiency

Most of the challenges mentioned earlier with regards to measuring TNP efficiency arise in measuring

the inner track reconstruction efficiency. Furthermore, to fit failing TNP pairs becomes challenging

due to the poor resolution of the standalone (STA) muons. This results in higher uncertainties
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Figure 5.34: Single muon ID efficiency in the Pb+Pb collision system as a function of pT on the left,
η on the right and Npart on the bottom. In red: Z in real data, in blue: Z embedded in Hydjet.
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than those measured for trigger and muon identification uncertainties, larger differences between

data and MC, and poorer fits of the efficiencies.

In order to measure the muon track reconstruction efficiency, we apply the TNP method:

• Tag: a Global muon with “Good Quality” and matched to HLT HIL2DoubleMu3.

• Probe: STA muon with at least one valid hit in the muon station.

• Passing: Probe that fulfills isGlobalMuon with “Good Track Quality”.

In order to look at the pT dependence of the reconstruction efficiency, invariant mass plots are

made using the Tag collection, splitting the Probe collection into pT bins, and forming the invariant

mass spectrum using the inner track kinematics of the Tag and the outer track kinematics of the

Probe. When looking at the invariant mass peaks split in terms of pT , a peak at the mass of the

Z is observed, as expected, along with a pT dependent peak of poorly resolved probe muons. This

is due to the poor resolution of the probe muon and can be seen most clearly in Fig. 5.36 (left).

Because when the inner track kinematics are employed for the probe, these dimuons end up in the

Z peak, they are misreconstructed Zs, and therefore should not be considered background.

Since there are so few probe muons at low pT (0 GeV/c < pT < 20 GeV/c) that come from the

Z and since the outer muon track kinematics are poor, the majority of probes with low outer track

pT are poorly reconstructed. The difference between the generated and reconstructed pT spectra

can be seen in Fig. 5.35. Therefore, following what was done in pp, the reconstruction efficiency is

done using probes beginning at 20 GeV/c [82].

Due to the poorer resolution, the mass range used in the fit is ∈ [40, 140] GeV/c2. The mass

peak is fitted with a Voigtian at the Z peak. The passing and failing background is fitted with an

exponential. The efficiency of the muon reconstruction is estimated to be 97.7± 0.6% (stat) from

the fit using Z in real data. The fits for MC and data are shown in Appendix B.1.

Figure 5.37 shows the muon track reconstruction efficiency as a function of pT and η, for real data

in red and for Zs embedded in Hydjet in blue. Results for real data are within 1% of simulation.

The ratio of the efficiency found in MC and data is used to scale the efficiencies measured using

MC. The uncertainties from the MC and data fits are the uncertainties associated with the TNP
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Figure 5.35: The line is the Generated Muon pT spectrum, and the dots are the probe pT spectrum
using outer track kinematics. Note that at low pT (0 GeV/c < pT < 20 GeV/c) there are far fewer
generated muons than reconstructed muons, pointing to the fact that most of those reconstructed
muons are placed at the incorrect pT . The inner track kinematics match the generated muon
kinematics.
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Figure 5.36: In the MC, looking at Zs with a pT in the [0,20] GeV/c range, we observe a probe pT
dependence on the poorly reconstructed Zs. (left) Plotted is the probe’s outer track pT measurement
versus the mass of the dimuon using the tag’s inner track kinematics and probe’s outer track
kinematics. (right) Plotted is the probe’s outer track pT measurement versus the difference in the
percentage difference between the generated mass of the Z and the reconstructed mass of the Z.
This demonstrates the fact that when we focus on low pT probes we see a second pT dependent
bump in the invariant mass that is signal and must be included in the measurement of the efficiency.
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Figure 5.37: Single muon tracking efficiency in the Pb+Pb collision system as a function of pT on
the left, η on the right and Npart on the bottom. In red: Z in real data, in blue: Z embedded in
Hydjet.

5.6.2 TNP Method for Electrons

For the TNP for electrons, the “Electron ID” requirement is used to match the cut made in the

analysis, and refers to:

• H/E < 0.2

• |σiηiη| < 0.011

• |∆ηiη| < 0.03
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• |∆Φiη| < 0.15

• |1/Esc − 1/p
T track| < 0.05

• dxy < 0.02

Our acceptance requirement for the single electron is pT > 20 GeV/c and |η| < 1.44.

5.6.2.1 Electron Trigger Efficiency

The settings used to get the trigger efficiency with the TNP method are the following:

• Tag: an Electron in Acceptance, passing Electron ID cuts, and matched to the trigger

requiring a single energy deposit of ET > 20 GeV (HLT HISinglePhoton20).

• Probe: an Electron in Acceptance, passing Electron ID cuts.

• Passing: Probe that can be matched to the trigger requiring two energy deposits, one of ET

> 20 GeV and one of ET > 15 GeV (HLT HIPhoton15 Photon20).

The mass range used in the fit is M ∈ [60, 120] GeV/c2 and the mass peak is fitted with a

Breit-Wigner function convolved with Crystal-Ball function for the passing and failing signal. The

passing and failing background is fit with an exponential. The efficiency of the trigger is estimated

to be 98.3± 0.7% (stat) from the fit using Zs in real data for the trigger. The fits for MC and data

are shown in Appendix B.3.

Figure 5.38 shows the single electron trigger efficiency as a function of pT and η, for real data

in red and for Zs embedded in Hydjet in blue. The agreement between each set of points is on

the 4% level. The HLT HIPhoton15 Photon20 trigger requires two ECAL objects, one with a pT

greater than 15 and one greater than 20. On average the trigger efficiency in MC is 99.8% from

TNP with the embedded samples.

Integrated results for real data differ by about 1.5% from the simulated results. The ratio

of the efficiency found in MC and data is used to scale the efficiencies measured using MC. The

uncertainties from the MC and data fits are the uncertainties associated with the TNP method.
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Figure 5.38: Single electron triggering efficiency in the Pb+Pb collision system of the
HLT HIPhoton15 Photon20 trigger as a function of pT on the left and η on the right and Npart

on the bottom. In red: Z in real data, in blue: Z embedded in Hydjet.
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5.6.2.2 Electon ID Efficiency

The settings for the method used to estimate the electron identification efficiency are the following:

• Tag: an Electron in Acceptance, passing Electron ID cuts, and matched to the diphoton

trigger (HLT HIPhoton15 Photon20).

• Probe: an Electron in Acceptance.

• Passing: Probe that passes Electron ID cuts.

The mass range used in the fit is M ∈ [60, 120] GeV/c2 and the mass peak is fitted with

a Breit-Wigner function convolved with Crystal-Ball function for the passing and failing signal.

The passing and failing background is fitted with an exponential. The efficiency of the electron

identification is estimated to be 89.8 ± 2.7% (stat) from the fit using Z in real data. The fits for

MC and data are shown in Appendix B.3.

Figure 5.39 shows the electron identification efficiency as a function of pT and η for real data

in red and for Zs embedded in Hydjet in blue. The overall agreement between each sample is at

the 0.4% level. The ratio of the efficiency found in MC and data is used to scale the efficiencies

measured using MC. The uncertainties from the MC and data fits are the uncertainties associated

with the TNP method.

5.6.2.3 Electron Track Reconstruction Efficiency

In order to measure the electron track reconstruction efficiency, we apply the TNP method as

follows:

• Tag: an Electron in Acceptance, passing Electron ID cuts, and matched to the diphoton

trigger (HLT HIPhoton15 Photon20).

• Probe: SuperCluster in Acceptance, passing H/E < 0.2.

• Passing: Probe reconstructed as the super cluster of an electron.

In order to look at the electron track reconstruction efficiency, invariant mass plots are made

using the electron track kinematics of the Tag and the super cluster kinematics of the Probe.

114



 [GeV/c]
T

p
20 25 30 35 40 45 50 55 60

E
ffi

ci
en

cy

0.5

0.6

0.7

0.8

0.9

1

EleId Efficiency (MinBias)

 -0.0267

 +0.0272EleId(Real Data Fit): 0.898

 -0.0002

 +0.0002EleId(MC Fit): 0.894

η
-1.5 -1 -0.5 0 0.5 1 1.5

E
ffi

ci
en

cy
0.5

0.6

0.7

0.8

0.9

1

EleId Efficiency (MinBias)

 -0.0267

 +0.0272EleId(Real Data Fit): 0.898

 -0.0002

 +0.0002EleId(MC Fit): 0.894

>part<N
0 50 100 150 200 250 300 350 400

E
ffi

ci
en

cy

0.5

0.6

0.7

0.8

0.9

1

EleId Efficiency (MinBias)

 -0.0267

 +0.0272EleId(Real Data Fit): 0.898

 -0.0002

 +0.0002EleId(MC Fit): 0.894

EleId Efficiency (MinBias)

 -0.0267

 +0.0272EleId(Real Data Fit): 0.898

 -0.0002

 +0.0002EleId(MC Fit): 0.894

Figure 5.39: Single electron ID efficiency in the Pb+Pb collision system as a function of pT on
the left, η on the right and Npart on the bottom. In red: Z in real data, in blue: Z embedded in
Hydjet.
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Due to the poorer resolution of the super cluster kinematics, the mass range used in the fit

is ∈ [40, 140] GeV/c2 and the mass peak is fitted with a Breit-Wigner function convolved with

Crystal-Ball function. The passing and failing background is fitted with an exponential times a

turn-on curve. The efficiency of the electron reconstruction is estimated to be 84.4 ± 2.4% (stat)

from the fit using Zs from real data. The fits for MC and data are shown in Appendix B.3.

Figure 5.40 shows the track reconstruction efficiency as a function of pT and η for real data

in red and for Zs embedded in Hydjet in blue. The overall results for real data are within 1.2%

of simulation. The ratio of the efficiency found in MC and data is used to scale the efficiencies

measured using MC. The uncertainties from the MC and data fits are the uncertainties associated

with the TNP method.
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Figure 5.40: Single electron tracking efficiency in the Pb+Pb collision system as a function of pT
on the left, η on the right and Npart on the bottom. In red: Z in real data, in blue: Z embedded
in Hydjet.
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Chapter 6

Analysis of Z → l+l− in p + p at
√
s = 2.76 TeV

The structure of this chapter will follow closely what is done in Chapter 5 for the Pb+Pb collision

system. Any differences between the analysis of the two collision systems will be stated in this

chapter.

This Chapter begins by covering the cuts to be used in order to remove as much background

as possible from fake leptons while still keeping a high efficiency. The effect of these cuts is then

used to compare data to MC. The next step is to look at the energy scale and resolution seen in

data compared to MC. Due to the improved resolution seen in the p+ p environment compared to

Pb+Pb, no energy scale or resolution corrections are performed.

Next, we define and measure the signal and background in bins of pT , and y. The final part

of measuring the yields is measuring the overall acceptance and efficiency corrections required to

correct for losses in the signal. Finally, a summary of the measurement uncertainties is carried

out. In a similar fashion as to what was done in Pb+Pb, each section will describe what is done

in general and then will be split into what is done for the muons compared to what is done for the

electrons.
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6.1 Lepton Selection and Identification

Similar to the Pb+Pb analysis, the strategy is to apply loose cuts which will keep as much signal

as possible while removing the majority of the background. The lower occupancy of the CMS

calorimeters and muon chambers in p + p at 2.76 TeV provides a clean Z signal in the dimuon

channel and a relatively clean Z signal in the dielectron channel.

6.1.1 Muon Identification

The muon identification cuts used in the p+p analysis are the same as those described in Section 5.1.1.

Although the p+ p environment has a sufficiently low occupancy in the calorimeters to effectively

apply isolation cuts, no isolation cuts were applied in this analysis in order to match what was done

for the Pb+Pb environment. The variable distributions, and the effect of the cuts, are very similar

to those seen in Section 5.1.1.

The cuts listed are studied in the reconstructed MC simulated dataset. The effects of all quality

cuts are shown in Table 6.1. The table summarizes the values of the cuts for the analysis and the

percentile of signal in simulation kept independently by each cut in the third column and after

all the other cuts are applied in the last column. All cuts are applied after applying the trigger

selection of one muon with a pT > 15 GeV/c.

Table 6.1: Quality cuts applied to global muons.

Cut variable Cut value Only this cut All
except this cut

IsTrackerMuon true 99.15 % 96.24%
Muon Valid Hits > 0 99.73 % 96.49%

Matched Stations > 1 98.25 % 97.01%
Tracker Layers > 4 99.80 % 96.42%

Pixel Layers > 0 98.86 % 97.11%
GlobalChi2 < 10 99.38 % 96.72%

|dz| < 0.5 mm 99.82% 96.24%
|dxy| < 0.02 mm 99.81 % 95.25%

All cuts applied 96.24 %

In order to make sure the generated MC is representative of the data, Fig. 6.1 shows the
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MC distributions of the relevant cut variables plotted together with the distributions from real

data. The reconstructed MC muons coming from the Z are shown in the green histogram and the

reconstructed global muons from the Z candidate muon pairs in data are shown by the red points.

For each variable plotted all cuts were applied except for the cut on the variable shown. All of the

variable distributions are normalized to unity. For most of the variables, the muons from HI data

Z candidates (red points) match the distributions from MC Zs (green histogram). Although there

may be a slight discrepancy between the distributions of a few variables, the cuts on the variable

are loose enough that any differences do not affect the results. This can be shown by taking the

ratio of the integral of the distribution passing the cut in both MC and real data (RD), which is

shown on each plot. For perfectly matching distributions, this ratio should be equal to 1. The

vertical dashed purple lines give the cut values used in the analysis.

Table 6.1 shows that < 4% of the signal is lost when applying all of the quality cuts. The

largest loss comes from requiring more than one matched station, but it also is the muon quality

cut responsible for the largest cut on the background.

6.1.2 Electron Identification

The electron identification variables that are cut on in the p + p analysis are the same as those

described in Section 5.1.2 although the p + p analysis has more stringent selection cuts in order

to match what was done in the
√
s = 7 TeV p + p analyses [7, 8]. The hadronic energy cut is

tightened so that H/E < 0.12 and the supercluster and track matching requirement in the η

direction is tightened so that |∆ηin| < 0.007. The variable distributions and the effect of the cuts

are significantly different from those seen in Section 5.1.2. The cuts are more efficient in the p+ p

environment due to the lower occupancy in the calorimeter.

The cuts listed are studied in the reconstructed MC simulated dataset and the effects of all

quality cuts are shown in Table 6.2. The table summarizes the values of the cuts for the analysis.

The percent of the simulated signal kept by each cut independently is given in the third column

while the signal remaining after all other cuts are applied is given in the last column. All cuts are

applied after the trigger selection is complete.
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Figure 6.1: Single global muon quality distributions, from Pythia generated events with one Z
per event (green histogram) and from the real data Z candidates (red points). All other cuts are
applied to the muons but the one displayed. The histograms are normalized to unit area. The
vertical dashed bars indicate the cut values used.
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Table 6.2: Quality cuts applied to global electrons.

Cut variable Cut value Only this cut All except this cut

H/E < 0.2 99.22% 92.53 %
|σiηiη| < 0.011 98.45% 92.86 %
|∆ηin| < 0.03 98.94% 92.34 %
|∆Φin| < 0.15 98.88% 92.00 %
|dxy| < 0.02 mm 96.37% 93.64 %

|1/Esc − 1/p
T track| < 0.05 96.75% 93.65 %

All cuts applied 91.89 %

In order to make sure the generated MC is representative of the data, Fig. 6.2 shows the

MC distributions plotted together with the distributions from real data without any background

subtracted. The reconstructed MC electrons coming from the Z are shown in the green histogram

and the reconstructed electrons from the Z candidate electron pairs in data are shown with the red

points. For each variable plotted all cuts were applied except for the cut on the variable shown.

All of the variable distributions are normalized to unity.

Similar to the effect that was seen in p+ p, the plot comparing electron σiηiη in data and MC

are significantly different, due to the fact that there is a background present in the data that has a

fundamentally different shower shape. In order to subtract the background, sideband subtraction is

performed. In this case the mass bins 40−70, and 110−140 GeV/c2 are used as the sideband regions

representing the background, and the values are subtracted from what is seen in the 60−120 GeV/c2

mass bin. The sideband subtracted results are shown in Fig. 5.3, demonstrating that the removal

of background events removes the discrepancy between the data and MC.

6.2 Resolution Corrections

Similarly to Pb+Pb, before the MC can be trusted, it must faithfully reflect the characteristics of

the data. An important aspect of the data and MC is the resolution of the mass and pT of the

Z. If these are significantly different, then the difference must be accounted for either through a

correction or through assigning an uncertainty associated with that difference.

The first step is to compare the resolutions in data and MC in a data-driven way following
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Figure 6.2: Single global electron quality distributions, from Pythia generated events with one Z
per event (green histogram) and from the real data Z candidates (red points). All other cuts are
applied to the electrons except the one displayed. The histograms are normalized to unity. The
vertical bars indicate the actual cuts used.
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Figure 6.3: Single global electron quality distributions, from Pythia generated events with one Z
per event (green histogram) and from the real data Z candidates (red points). All other cuts are
applied to the electrons but the one displayed. Side-band subtraction is performed, using the mass
bins 40 − 70, and 110 − 140 GeV/c2 as the sideband regions. The histograms are normalized to
unity. The vertical dashed bars indicate the actual cuts used.
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what was done in the Pb+Pb analysis and in Ref. [75]. This gives a general sense of the agreement

between the two, as well as an idea of the level of resolution effects dealt with. The next step is to

look at the peak and resolution of the invariant mass in data compared to MC in order to determine

the need for either energy scale corrections to the data or MC oversmearing.

Finally, due to the significant pT resolution effects that are present due to a combination of

detector and final state radiation effects, unfolding is introduced in order to get a final Z pT

spectrum that can be compared to theoretical predictions.

6.2.1 Resolution Study

The resolution study was done by following the Pb+Pb analysis. Separate studies are done for the

dimuon and dielectron channels.

6.2.1.1 Resolution Study for Dimuons

Due to the cleanliness of the dimuon signal, the dimuon channel is expected to have a good resolution

so that the MC and data agree within statistics. First, we analyze the data in pT bins while

comparing to the expectations from MC simulations. The RD and MC samples are split in the

pT bins of the analysis and the RMS and mean value of the al and at distributions are computed.

Figure 6.4 shows the mean and the RMS of the al and at distributions for MC truth, for MC

simulation and for Z candidates in RD.

Finally, the values of the dimuon mass and pT resolution are calculated. The results presented

in Fig. 6.5 are obtained by splitting into 9 pT bins and fitting the difference between the generated

Z mass or pT and the reconstructed value to a Gaussian. The individual fit results can be found

in Appendix A and are shown in Figs. A.3 and A.7. We find a pT resolution of better than 3% for

pT > 30 GeV/c and a mass resolution better than 1.4%.

In the end, although there are some differences between the data and MC, these differences are

not significant given the errors on the resolution measurement.
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Figure 6.4: The mean (top) and the RMS (bottom) of the at (left) and al (right) distributions for
MC truth, for MC simulation and for Z candidates from real data (blue squares, green triangles,
and red circles, respectively), for dimuons.

Figure 6.5: The mass resolution (left) and the pT resolution (right) as a function of the generated
pT of the Z boson from dimuons in the p+ p environment.
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6.2.1.2 Resolution Study for Dielectrons

Similar to the Pb+Pb analysis, the dielectron channel is expected to have lower resolution than

the dimuon channel, although the MC should reflect the decrease in resolution. Following the same

steps as for dimuons, we analyze the data in pT bins while comparing to the expectations from MC

simulations. The RD and MC samples are split in the pT bins of the analysis and the RMS and

mean value of the al and at distributions are computed. Figure 6.6 shows the mean and the RMS

of the al and at distributions for MC truth, for MC simulation and for Z candidates in RD.
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Figure 6.6: The mean (top) and the RMS (bottom) of the at (left) and al (right) distributions for
MC truth, for MC simulation and for Z candidates from real data for dielectrons.

Finally, the values of the dielectron mass and pT resolution are calculated. The results presented

in Fig. 6.5 are obtained by splitting into 9 pT bins and fitting the difference between the generated

Z mass or pT and the reconstructed value to a Gaussian. The individual fit results can be found

in Appendix A and are shown in Figs. A.4 and A.8. We find a pT resolution of better than 2% for

pT > 40 GeV/c, and a mass resolution better than 1.8%.
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Figure 6.7: The mass resolution (left) and the pT resolution (right) as a function of the generated
pT of the Z boson from dielectrons in the p+ p environment.

The resolution values are within statistical uncertainties although it is important to recognize

the significant statistical limitations. These differences will be addressed by applying an energy

correction to the data, and oversmearing the MC.

6.2.2 Invariant Mass Comparison

Studying the Z boson comes with the bonus that it provides a prominent peak compared to

background processes. This allows for comparing the invariant-mass distribution seen in data

compared to that seen in MC. If energy-scale corrections are needed, the Z boson peak will be at

a different mass in data compared to MC. If the resolution differs between the two, then the MC

must be oversmeared.

6.2.2.1 Invariant Mass for Dimuons

Figure 6.8 shows the invariant-mass distribution for global-global muon pairs from real data after

all cuts are made. The solid points are the OS pairs, the open points represent the SS pairs (of

which there is one in the dimuon channel) and the red, filled histogram shows the invariant-mass

distribution seen in the MC. We can directly get the total number of Zs from counting the number

of OS pairs: NZ(OS) = 830 and subtracting the single SS pair: NZ(SS) = 1 in the [60-120] GeV/c2

mass range to get the estimated raw Z yield NZ = 829. This is due to the fact that the number of

background events from muons coming from combinatorial background can be estimated by looking
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at the number of SS pairs.
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Figure 6.8: Invariant mass of global-global muon pairs in the p + p collision system, after all cuts
are made. The solid points represent “Opposite charge” muon pairs in data, and the open point
represents the single “Same charge” muon pair. The filled, red histogram represents the MC.

Comparing data and MC, the peaks match, confirming that the muons are reconstructed with

the correct energy. The MC appears to have a slightly better resolution than the data, although

given the statistics, the resolutions are reasonably similar.

6.2.2.2 Invariant Mass for Dielectrons

Figure 6.9 shows the invariant mass distribution for electron pairs from real data in p + p. The

solid points are the OS pairs, the open points are the SS pairs and the blue, filled histogram shows

the invariant mass in the MC. For the Z boson decaying into two electrons, the background is

well represented by the SS pairs (although a charge-misidentification correction will be applied

later on). We can get the number of Zs from counting the number of OS pairs: NZ(OS) = 416

and subtracting the number of SS pairs: NZ(SS) = 17, resulting in NZ(OS − SS) = 399 in the

[60-120] GeV/c2 mass range.

Comparing data and MC, the Z peaks are consistent which confirms that there is no need for

an energy scale correction for the electron case. The MC also appears to have a similar resolution

to that of the data so that no oversmearing of the MC is required.
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Figure 6.9: Invariant mass of electron pairs in the p + p collision system, after all cuts are made.
The solid points represent “Opposite charge” electron pairs in data, and the open points represent
the “Same charge” electron pairs. The blue, filled histogram represents the MC.

6.2.3 Energy Correction

Since the background in the muon systems and calorimeters is much smaller in p+ p than Pb+Pb,

no energy correction is expected to be needed. By looking at the invariant mass distributions in

the two decay channels, these expectations are validated, and therefore no energy corrections are

carried out in either of the channels.

6.2.4 Oversmearing of the MC

Once the data has been corrected, the Z boson peaks should match. When comparing the resolution

of the peak, there may be a significant difference between data and MC, in which case this difference

either needs to be corrected for or taken into account in the uncertainties. Similar to Pb+Pb, we

must determine whether or not the MC and data distributions are significantly different. This is

done using the KS test, which is described in Section 5.2.4.1.

The result of the KS test comparing the data and MC in the dimuon channel in p + p is that

27% of randomly drawn distributions from the MC will fit as well or worse than the data that was

recorded. Although this is not excellent agreement, it is good enough to justify keeping the MC

resolution as is, without oversmearing. The oversmearing that corrects this difference (as described
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for the electron MC in Pb+Pb in Section 5.2.4.2) is insignificant.

The result of the KS test comparing the data and MC in the dielectron channel in p+ p is that

47% of randomly drawn distributions from the MC will fit as well or worse than the data that was

recorded. This is actually the channel with the best agreement, and therefore no oversmearing of

the MC sample is required.

6.2.5 Unfolding

The same process which is described in Section 5.2.5 for correcting for resolution effects in Pb+Pb

through unfolding is carried out for p+p. The resolution corrections will be at a slightly lower level

in p+ p, since the resolution in p+ p has been improved over that in Pb+Pb due to the dramatic

reduction in the underlying-event activity.

6.2.5.1 Resolution Unfolding for Dimuons

Using the MC that has been generated, the response matrix shown in Fig. 6.10 is created.
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Figure 6.10: Matrix of generated versus reconstructed pT for the Z boson in the dimuon channel,
in the MC used in this p+ p analysis.

The response matrix is unfolded, and applied to the data binned in Z boson pT , in order to
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transform the reconstructed Z boson pT spectrum to the original produced Z boson pT spectrum.

6.2.5.2 Resolution Unfolding for Dielectrons

For the Z boson analysis for dielectrons, the response matrix (generated pT versus reconstructed

pT ) based on the MC that was generated in the p+ p environment is used to unfold the resolution

effects with respect to pT . Figure 6.11 shows the response matrix.
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Figure 6.11: Matrix of generated versus reconstructed pT for the Z boson in the dielectron channel,
in the MC used in this p+ p analysis.

6.3 Raw Yields

The signal and background estimation are determined the same way in p+p as was done in Pb+Pb.

The raw signal (background) yields are determined by counting the number of opposite (same)

charged dileptons in the [60 − 120] GeV/c2 mass range. Those dileptons are required to pass the

following acceptance cuts: each muon (electron) has a pµ
T
> 20 GeV/c (20 GeV/c), |η| < 2.4 (1.44),

and each dimuon (dielectron) has |y| < 2.0 (1.44). The raw yield is counted in the full integrated

bin as well as split into bins of pT and |y|.
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6.3.1 Raw Yields in Dimuon Channel

The Z candidates in the dimuon channel are split into bins of pT and |y| as shown in Table 6.3,

with a total integrated value of 830 ± 29 Z bosons. There are no same charge dimuons, so there is

no background subtraction done at this point.

Table 6.3: Raw number of Z boson candidates in the dimuon channel in the pT and y bins used
for the analysis, including statistical errors. pµ

T
> 20!GeV/c, |ηµ| < 2.4 and |yµµ| < 2.0.

pT (GeV/c) 0− 5 5− 10 10− 20 20− 30 30− 40 40− 50 50− 100

NZ 250± 16 202± 14 217± 15 81± 9 32± 6 18± 4 30± 5

|y| 0− 0.25 0.25− 0.5 0.5− 0.75 0.75− 1.0 1.0− 1.25 1.25− 1.5 1.5− 1.75 1.75− 2.0

NZ 123± 11 134± 12 132± 11 103± 10 119± 11 97± 10 71± 8 53± 7

6.3.2 Raw Yields in Dielectron Channel

The Z candidates in the dielectron channel are split into the same pT bins as in the dimuon channel

but different bins of |y|, as shown in Table 6.4. There are 416 ± 20 opposite charge dielectrons

and 17 ± 4 same charge dielectrons, resulting in a background subtracted raw yield of 399 ± 21 Z

bosons.

Table 6.4: Raw number of Z boson candidates in the dielectron channel in the pT and y bins used
for the analysis, including statistical errors. pe

T
> 20 GeV/c, |ηe| < 1.44 and |yee| < 1.44.

pT (GeV/c) 0− 5 5− 10 10− 20 20− 30 30− 40 40− 50 50− 100

NOS
Z 109±10 109±10 113±11 42±6 20±4 12±3 10±3

NSS
Z 4±2 3±2 2±1 2±1 2±1 2±1 2±1

NOS−SS
Z 105±11 106±11 111±11 40±7 18±5 10±4 8±3

|y| 0− 0.25 0.25− 0.5 0.5− 0.75 0.75− 1.0 1.0− 1.44

NOS
Z 121±11 100±10 100±10 50±7 45±7

NSS
Z 6±2 4±2 3±2 0±0 4±2

NOS−SS
Z 115±11 96±10 97±10 50±7 41±7
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6.4 Acceptance and Efficiency

The next step in the measurement is applying acceptance and efficiency corrections. These corrections

are calculated as a function of pT and y, and are defined in the same way as for Pb+Pb in

Section 6.4 for Pb+Pb. Since the acceptance corrections are based entirely on the kinematics

of the Z bosons produced, the acceptance corrections are identical to those seen in Pb+Pb, with

the overall acceptance being approximately 70% (50%) in the muon (electron) rapidity ranges.

When the data are binned in the Z-boson pT or y, the corresponding selection is applied to

both the numerator and denominator. The overall efficiency is approximately 90% (80%) in the

muon (electron) case in p+ p collisions. The following sections look at these in more detail.

6.4.1 Efficiency Corrections for Dimuons

The combined trigger, reconstruction, and muon identification efficiency as function of Z boson pT ,

and y are shown in Fig. 6.12.
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Figure 6.12: Combined trigger, reconstruction, and muon identification efficiency for dimuons in
pT and |y| bins of the p+ p analysis.

The final correction to be applied to the raw yields extracted from data is the acceptance ×

efficiency (α× ε).
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6.4.2 Efficiency Corrections for Dielectrons

The combined trigger, reconstruction, and electron identification efficiency as function of Z pT and

y are shown in Fig. 6.13.
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Figure 6.13: Combined trigger, reconstruction, and electron identification efficiency for dielectrons
in the p+ p collision system in pT and |y| bins of the p+ p analysis.

6.5 Uncertainties

The overall uncertainties measured are given here. The method of getting these uncertainties

matches what is done in the Pb+Pb analysis, as described in Section 5.5. The total systematic

uncertainty in the Z yield in p + p collisions is estimated by adding the different contributions in

quadrature. The uncertainty in the efficiencies is 1.9% for the dimuon channel and 7.7% for the

dielectron channel, based on the TNP technique.

The uncertainties coming from the acceptance corrections are identical to those described in

Section 5.5.2 for Pb+Pb and will cancel in the measurement of RAA. The systematic uncertainty

from the remaining background from other physical sources gives us a systematic uncertainty of

1.0% for the dimuon channel, and 1.0% for the dielectron channel.

The uncertainty in the integrated luminosity of the p+p dataset is 3.7% due to the uncertainty

in the calibration of the beam cross section [67].

The integrated systematic uncertainties for the Z → µ+µ− and the Z → e+e− channel yields

in p+ p collisions are summarized in Table 6.5.
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Table 6.5: Summary of the integrated systematic uncertainty values for the Z → µ+µ− and Z →
e+e− yields in p+ p.

Z → µ+µ− Z → e+e−

Combined Efficiency 1.9% 7.7%
Acceptance 0.7% 0.7%
Background 1.0% 1.0%

Integrated Luminosity (Lint) 3.7% 3.7%

Overall 4.3% 8.6%

6.5.1 Background Studies

The method for determining the uncertainty on the background follows the same procedure as for

Pb+Pb in Section 5.5.1.

Muons Figure 6.14 shows the mass distribution of muon pairs in real data on the left and the

differences between data and MC fit with exponentials in the right panel. The only thing that was

changed from one background fit to the other is the beginning and end of the fit window. The

worst case scenario is shown by the red curve. The 1% contribution of the remaining background

to the the signal region is considered to be the systematic on the background.

Electrons Figure 6.15 shows the mass distribution of electron pairs in real data on the left and

the differences between data and MC fit with exponentials on the right. The worst case scenario is

shown by the red curve. The 1% contribution in the signal region is considered to be the systematic

on the background.

6.6 Tag and Probe Method

The TNP method described in Section 5.6 is used to extract efficiencies in a data-driven way for

the p + p analysis. As is done in the Pb+Pb analysis, the calculated efficiencies are used in the

following ways: the ratio of the efficiency found in MC and data is used to scale the efficiencies

measured using MC in order to correct for differences between the two datasets; the uncertainties

from the MC and data fits are used as the uncertainty associated with the TNP method, as is

standard for heavy-ion analyses using TNP. The fluctuations in the fits are driven by the limited

statistics in data.
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Figure 6.14: (Left) The invariant mass distribution of muon pairs from p+ p collisions in real data
(red circles) fitted with the mass distribution from simulation (green histogram). The legend in
the figure shows the integral of the background fitting before the subtraction. (Right) Difference
between the real data mass distribution and the fitted simulation together with exponential fits to
the lower mass region estimating the background in the p+ p collision system.
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Figure 6.15: (Left) The invariant mass distribution of electron pairs from p + p collisions in real
data (red circles) fitted with the mass distribution from simulation (green histogram). The legend
in the figure shows the integral of the background fitting before the subtraction. (Right) Difference
between the real data mass distribution and the fitted simulation together with exponential fits to
the lower mass region estimating the background in the p+ p collision system.
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6.6.1 TNP Method for Muons

The three single-muon efficiencies: trigger, muon identification, and inner track reconstruction,

are measured separately using similar tag and probe definitions to those used in Pb+Pb. Since

the quality cuts used in the p + p and Pb+Pb analyses are identical, the definitions for a “Good

Quality” muon, and “Good Track Quality” are the same as those described in Section 5.6.1. Our

acceptance requirement for a single muon is pT > 20 GeV/c and |η| < 2.4.

6.6.1.1 Muon Trigger Efficiency

Since the triggers used in the Pb+Pb and p + p analyses are different, the trigger efficiency

measurement differs slightly. The settings used to get the trigger efficiency with the TNP method

are the following:

• Tag: a Global Muon with “Good Quality” and matched to a single-muon trigger.

• Probe: a Global Muon that fulfills all “Good Quality” cuts and is in the acceptance.

• Passing: a Probe that can be matched to the dimuon trigger, requiring two muons with no

explicit pT cutoff (HLT HIL2DoubleMu0).

The mass range used in the fit is M ∈ [60, 120] GeV/c2 and the mass peak is fitted with a

Voigtian function for the passing and failing signal. The passing and failing background is fitted

with an exponential. The efficiency of the trigger is estimated to be 98.6 ± 0.3% (stat) from the

fit using Z in real data for the trigger we are using. The fits for MC and data are shown in

Appendix B.2.

Figure 6.16 shows the single-muon trigger efficiency as a function of pT and η for real data in red

and for Z generated in Pythia in blue. The overall agreement between each sample is at the 1%

level. On average the trigger efficiency is very good, 99.0% from TNP with the generated samples.

The ratio of the efficiency found in MC and data is used to scale the efficiencies measured using

MC. The uncertainties from the MC and data fits are the uncertainties associated with the TNP

method.
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Figure 6.16: Single-muon triggering efficiency of the HLT HIL2DoubleMu0 trigger used in p + p
collisions as a function of pT on the left, and η on the right. In red: Z in real data, in blue: Z
generated with Pythia.

6.6.1.2 Muon ID Efficiency

The settings for the method used to measure the muon identification efficiency are the following:

• Tag: a Global Muon with “Good Quality” and matched to the Double Muon Trigger.

• Probe: Tracker muon in acceptance, passing track cuts.

• Passing: probe that can be matched to a global muon in the acceptance and is “Good

Quality”.

The mass range used in the fit is M ∈ [60, 120] GeV/c2 and the mass peak is fitted with a

Voigtian function for the passing and failing signal. The passing and failing background is fitted

with an exponential. The efficiency of the muon identification is estimated to be 98.4± 0.3% (stat)

from the fit using Z in real data. The fits for MC and data are shown in Appendix B.2.

Figure 6.17 shows the muon identification efficiency as a function of pT and η, for real data in

red and for Z generated in Pythia in blue. These cuts do not remove much signal, and the results

for real data are within 0.1% of simulation. The ratio of the efficiency found in MC and data is

used to scale the efficiencies measured using MC. The uncertainties from the MC and data fits are
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the uncertainties associated with the TNP method.
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Figure 6.17: Single-muon ID efficiency for p+ p collisions as a function of pT on the left, and η on
the right. In red: Z in real data, in blue: Z generated with Pythia.

6.6.1.3 Muon Track Reconstruction Efficiency

In order to measure the muon track reconstruction efficiency, we apply the TNP method:

1. Tag: a Global muon with “Good Quality” and matched to HLT HIL2DoubleMu0

2. Probe: STA muon with at least one valid hit in the muon station

3. Passing: Probe that fulfills isGlobalMuon with “Good Track Quality”.

Due to the poorer resolution, the mass range used in the fit is ∈ [40, 140] GeV/c2. The mass

peak is fitted with a Voigtian at the Z peak. The passing and failing background is fitted with an

exponential. The efficiency of the muon-track reconstruction is estimated to be 99.8± 0.4% (stat)

from the fit using Zs in real data. The fits for MC and data are shown in Appendix B.2.

Figure 6.18 shows the muon track reconstruction efficiency as a function of pT and η, for real

data in red and for Z generated in Pythia in blue. Results for real data are within 1% of the

simulation. The ratio of the efficiency found in MC and data is used to scale the efficiencies
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measured using MC. The uncertainties from the MC and data fits are the uncertainties associated

with the TNP method.
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Figure 6.18: Single-muon tracking efficiency for p+ p collisions as a function of pT on the left, and
η on the right. In red: Z in real data, in blue: Z generated with Pythia.

6.6.2 TNP Method for Electrons

The three single-electron efficiencies: trigger, electron identification, and reconstruction are measured

separately using similar tag and probe definitions as those used in Pb+Pb. The quality cuts used

(and therefore the “Electron ID” requirements) in the p + p and Pb+Pb analyses are identical

except for the following tighter cuts which can be used in the cleaner p + p collision environment

without cutting out as much signal as in the Pb+Pb environment:

• H/E < 0.12

• |∆ηiη| < 0.007

Our acceptance requirement for the single electron is pT > 20 GeV/c and |η| < 1.44.
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6.6.2.1 Electron Trigger Efficiency

Although the event background differs between Pb+Pb and p + p, the triggers used in the two

analyses have the same requirements although the nomenclature is slightly different. An extra

NoCaloId is added in the p+p trigger name since, although there are no significant changes in the

trigger, during the p+ p run a set of photon triggers containing calorimeter ID cuts were added to

the calorimeter trigger menu. The settings used to get the trigger efficiency with the TNP method

are the following:

• Tag: an Electron in the acceptance, passing Electron ID cuts, and matched to the trigger

requiring a single energy deposit of ET > 20 GeV (HLT HISinglePhoton20).

• Probe: an Electron in the acceptance, passing Electron ID cuts.

• Passing: Probe that can be matched to the trigger requiring two energy deposits, one of ET

> 20 GeV and one of ET > 15 GeV (HLT HIPhoton15 Photon20 trigger).

The mass range used in the fit is M ∈ [60, 120] GeV/c2 and the mass peak is fitted with a

Breit-Wigner function convolved with Crystal-Ball function for the passing and failing signal. The

convolution with the Crystal-Ball function is done in order to reflect the energy loss experienced

by the electron passing through the detector. The passing and failing background is fit with an

exponential. The efficiency of the trigger is estimated to be 99.6± 0.4% (stat) from the fit using Z

in real data for the trigger we are using. The fits for MC and data are shown in Appendix B.4.

Figure 6.19 shows the single-electron trigger efficiency as a function of pT and η, for real data

in red and for Z generated in Pythia in blue. The agreement between each set of points is on

the 1% level. The HLT HIPhoton15 Photon20 trigger requires two ECAL objects, one with a pT

greater than 15 GeV/c and one greater than 20 GeV/c. On average the trigger efficiency in MC is

99.9% from TNP with the generated samples. The ratio of the efficiency found in MC and data is

used to scale the efficiencies measured using MC. The uncertainties from the MC and data fits are

the uncertainties associated with the TNP method.
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Figure 6.19: Single-electron triggering efficiency of the HLT HIPhoton15 Photon20 trigger in p+ p
collisions as a function of pT on the left, and η on the right. In red: Z in real data, in blue: Z
generated with Pythia.

Electon ID Efficiency The settings for the method used to estimate the electron identification

efficiency are the following:

• Tag: an Electron in the acceptance, passing Electron ID cuts, and matched to the diphoton

trigger.

• Probe: an Electron in the acceptance.

• Passing: Probe that passes Electron ID cuts.

The mass range used in the fit is M ∈ [60, 120] GeV/c2 and the mass peak is fitted with

a Breit-Wigner function convolved with Crystal-Ball function for the passing and failing signal.

The passing and failing background is fitted with an exponential. The efficiency of the electron

identification is estimated to be 92.6 ± 4.0% (stat) from the fit using Z in real data. The fits for

MC and data are shown in Appendix B.4.

Figure 6.20 shows the electron identification efficiency as a function of pT and η for real data

in red and for Z generated in Pythia in blue. The overall agreement between each sample is at

the 2.5% level. The ratio of the efficiency found in MC and data is used to scale the efficiencies
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measured using MC. The uncertainties from the MC and data fits are the uncertainties associated

with the TNP method.
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Figure 6.20: Single-electron ID efficiency in the p+ p environment as a function of pT on the left,
and η on the right. In red: Z in real data, in blue: Z generated with Pythia.

Electron Track Reconstruction Efficiency In order to measure the electron track reconstruction

efficiency, we apply the TNP method as follows:

• Tag: an Electron in the acceptance, passing Electron ID cuts, and matched to the diphoton

trigger.

• Probe: SuperCluster in the acceptance, passing H/E < 0.12.

• Passing: Probe reconstructed as the super cluster of an electron track.

Due to the poorer resolution of the super cluster kinematics, the mass range used in the fit is

∈ [40, 140] GeV/c2 and the mass peak is fitted with a Breit-Wigner function convoluted with a

Crystal-Ball function. The passing and failing background is fitted with an exponential times a

turn-on curve. The efficiency of the electron reconstruction is estimated to be 96.6 ± 1.6% (stat)

from the fit using Zs in real data. The fits for MC and data are shown in Appendix B.4.

143



Figure 6.21 shows the electron track reconstruction efficiency as a function of pT and η for real

data in red and for Z generated in Pythia in blue. The overall results for real data are within

2.0% of simulation. The ratio of the efficiency found in MC and data is used to scale the efficiencies

measured using MC. The uncertainties from the MC and data fits are the uncertainties associated

with the TNP method.

 [GeV/c]
T

p
20 25 30 35 40 45 50 55 60

E
ffi

ci
en

cy

0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

Reconstruction Efficiency

 -0.0007
 +0.0007MC: 0.982

 -0.0155
 +0.0158RD: 0.966

 η
-1.5 -1 -0.5 0 0.5 1 1.5

E
ffi

ci
en

cy

0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

Reconstruction Efficiency

 -0.0007
 +0.0007MC: 0.982

 -0.0155
 +0.0158RD: 0.966

Figure 6.21: Single-electron tracking efficiency in p + p collisions as a function of pT on the left,
and η on the right. In red: Z in real data, in blue: Z generated by Pythia.
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Chapter 7

Results and Discussion

7.1 Z Yields in Pb+Pb Collisions vs. p
T
, y, and Centrality

The Z yield measured in Pb+Pb collisions as a function of event centrality, y, and pT is compared to

p+p NNLO calculations produced by Powheg, and scaled by an average nuclear overlap function,

dσZp+p/dy × TAA, as described below and discussed in Ref. [42]. The results from p + p data are

presented in Section 7.2 and compared with those from Pb+Pb data in Section 7.3.

The data are divided into independent ranges: 6 in event centrality, 8 (5) in y for the dimuon

(dielectron) channel, and 7 in the dilepton pT . The results are presented in Figs. 7.1, and 7.2. The

yields of Z → l+l− (where l is the combination of the muon and electron channels) per MB event,

per unit of y (dNZ
Pb+Pb/dy), and per pT bin (d2NZ

Pb+Pb/dydpT ) are computed using the following

equations:

dNZ
Pb+Pb

dy
=
NPb+Pb(Z → l+l−)

αεNMB∆y
or

d2NZ
Pb+Pb

dydpT
=
NPb+Pb(Z → l+l−)

αεNMB∆y∆pT
. (7.1)

Here NPb+Pb(Z → l+l−) is the number of Z boson candidates divided into bins of pT , y, and

centrality found in the dimuon or dielectron invariant mass range of 60–120 GeV/c2. They refer to

the counts presented in Table 5.3 for dimuons and Table 5.4 for dielectrons. NMB is the number

of corresponding MB events corrected for the trigger efficiency, namely (1.16± 0.03)× 109 events,

α and ε are acceptance and efficiency corrections as described in Section 5.4, and ∆y and ∆pT are
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the two bin widths in consideration. When the Z-boson yield is divided into centrality bins, NMB

is multiplied by the corresponding fraction of the MB cross section included in the bin.

Figure 7.1 shows the centrality dependence of the Z-boson production in Pb+Pb collisions.

The dNZ
Pb+Pb/dy yields per MB event are divided by the nuclear overlap function TAA, which is

obtained from the Glauber model as discussed in Section 4.3. This quantity is proportional to the

number of elementary nucleon-nucleon collisions Ncoll = TAA · σinNN , where σinNN is the inelastic

nucleon-nucleon cross section. The TAA uncertainties are included in the systematic uncertainties

depicted as boxes around the data in Fig. 7.1. The event centrality is translated to the average

number of participants, Npart, as shown in Table 4.1, using the same Glauber model.

partN
0 50 100 150 200 250 300 350 400

 (
pb

)
A

A
dN

/d
y 

(|
y|

 <
 2

.0
) 

/ T

0

20

40

60

80

100  = 2.76 TeV
NN

sCMS PbPb 
-1bµ = 150 intL

 > 0 GeV/c
T

, |y| < 2.0, pµµ →Z 

Minimum bias (0-100% centrality)
POWHEG + CT10NLO

partN
0 50 100 150 200 250 300 350 400

 (
pb

)
A

A
dN

/d
y 

(|
y|

 <
 1

.4
4)

 / 
T

0

20

40

60

80

100  = 2.76 TeV
NN

sCMS PbPb 
-1bµ = 150 intL

 > 0 GeV/c
T

 ee, |y| < 1.44, p→Z 
Minimum bias (0-100% centrality)
POWHEG + CT10NLO

Figure 7.1: Event centrality dependence of the Z → µ+µ− (left) and Z → e+e− (right) yields
per MB event in Pb+Pb collisions, divided by the expected average nuclear overlap function, TAA,
which is directly comparable to the p + p → Z → l+l− cross section predicted by the Powheg
generator displayed as a black dashed line assuming no nuclear effects. On the horizontal axis, event
centrality is depicted as the average number of participant nucleons, Npart (see Table 4.1). Vertical
lines (boxes) correspond to statistical (systematic) uncertainties. The theoretical uncertainty of 5%
assumed for the Powheg reference curve is shown by the grey band.

No strong centrality dependence is observed for the yield (dNZ
Pb+Pb/dy)·(1/TAA). The centrality-integrated

value is displayed as an open maroon (purple) square for the dimuon (dielectron) channel in Fig. 7.1.

For comparison, the dashed line on the plots shows the cross section of the p+p→ Z→ l+l− process

provided by the Powheg generator interfaced with the Pythia 6.424 parton-shower generator.
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Higher-order corrections to the cross sections predicted by Powheg+Pythia amount to 3% [83].

Typical NNLO calculations also have a 3% uncertainty in the proton PDFs and are found to agree

with 7 and 8 TeV p + p data, as reported in Refs. [7, 9]. Therefore, the Powheg reference has a

typical uncertainty of 5%, as indicated by the grey band. The Z-boson yields in Pb+Pb collisions

have been compared with various theoretical predictions, including PDFs that incorporate nuclear

effects. The calculated yields are found to be consistent with the results. However, since the nuclear

modification is expected to be small, on the order of 3%, compared to the statistical uncertainties,

it is not possible to discriminate nuclear effects from the available data.

For the pT and y dependence of the Z-boson yields, the data are integrated over centrality.

Therefore the Powheg reference is multiplied by the MB TAA = 5.67 ± 0.32 mb−1 provided by

the Glauber model described in Section 4.3. By construction, this MB TAA is equal to A2/σinPb+Pb,

where A = 208 is the Pb atomic number and σinPb+Pb = 7.65± 0.42 b is the total Pb+Pb inelastic

cross section computed from the same Glauber model.

The distribution d2NZ
Pb+Pb/dydpT as a function of the dilepton pT and the invariant yield

as a function of rapidity, dNZ
Pb+Pb/dy are compared with Powheg and shown in Fig. 7.2. The y

dependence is compared to theoretical predictions which do not incorporate nuclear PDF modifications

to the unbound proton PDF (yellow band) and those that do (green band) employing the nuclear

PDF EPS09 which includes shadowing and antishadowing, as discussed in Section 2.6.2. No

strong deviations from this absolutely-normalised reference are observed. Therefore, we deduce

that Z-boson production scales with the number of binary nucleon-nucleon collisions and that

nuclear effects such as isospin or shadowing are small compared to the experimental uncertainties.

7.2 Z-Boson Production Cross Section in p+ p Collisions

The differential p + p → Z → µ+µ− and p + p → Z→ e+e− cross sections as a function of pT

and y of the Z-boson candidates selected in the mass range between 60–120 GeV/c2 mass and

within |y| < 2.0 (1.44) in the dimuon (dielectron) channel are obtained from the p + p data at

√
s = 2.76 TeV. These distributions are shown in Fig. 7.3. In p + p collisions, the cross section is

calculated by dividing the corrected yields by the calibrated integrated luminosity. The differential
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Figure 7.2: The measured Z-boson yields per MB event in Pb+Pb collisions as a function of the
Z-boson pT (top) and y (bottom) for the dimuon (left) and the dielectron (right) decay channels.
The yields are compared with p+p→ Z → l+l− Powheg predictions scaled by the MB TAA. The
results vs. y are compared to predictions with (green band) and without (yellow band) nuclear
modification effects. Vertical lines (boxes) correspond to statistical (systematic) uncertainties.
The theoretical uncertainty of 5% assumed for the Powheg reference curve together with the
uncertainty of 6.2% due to the TAA scaling, is shown by the grey band.
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cross sections agree with the Powheg predictions.
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Figure 7.3: The measured Z-boson production cross section in p + p collisions as a function of
the Z-boson pT (top) and y (bottom) for the dimuon (left) and the dielectron (right) decay
channels. Results are compared with p + p → Z → l+l− Powheg predictions. Vertical lines
(boxes) correspond to statistical (systematic) uncertainties. The theoretical uncertainty of 5%
assumed for the Powheg reference curve is shown by the grey band.
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7.3 Nuclear Modification Factor

Based on Pb+Pb and p + p data at the same centre-of-mass energy, we compute the nuclear

modification factor, RAA, for both the dimuon and dielectron channels as a function of the Z-boson

pT , y, and event centrality, as follows:

RAA =
NZ

Pb+Pb

Ncoll ·NZ
p+p

=
NZ

Pb+Pb

TAA · σZp+p
(7.2)

where NZ
Pb+Pb (NZ

p+p) are the yields per MB event measured in Pb+Pb (p+ p) collisions corrected

for acceptance and efficiency, σZp+p refers to the differential cross sections measured from p + p

collisions, Ncoll refers to the average number of nucleon-nucleon collisions for the appropriate

centrality selection, and TAA refers to the values of the nuclear overlap function as described in

Section 4.3. The RAA values as a function of rapidity, pT and centrality are shown in Fig. 7.4 (where

the points are slightly shifted along the horizontal axis for clarity: negative for muons and positive

for electrons), and in Table 7.1. The RAA values show no dependence and, hence, no variation

in nuclear effects as a function of pT , y, or centrality in both muon and electron channels in the

kinematic range studied and within the current uncertainties.

7.4 Combination of the Results

According to lepton universality and given the large mass of the Z boson, the Z is expected to

decay into the dimuon and dielectron channels with branching ratios within 1% of each other. Also,

neither muons nor electrons are expected to interact strongly with the QCD color fields that may

be manifest in the medium formed in Pb+Pb collisions. The two channels can therefore be checked

against each other and can be used to measure the combined Z → l+l− yields and RAA, where

Z → l+l− refers to the Z boson decaying into either the dimuon or dielectron channel. Given

the errors on the measurements, in the region of overlap between the datasets, the datasets are in

agreement. The combination is then done following the Best Linear Unbiased Estimate technique

(known as the B.L.U.E. method), as described in Ref. [84].

The combined yields per MB event for Pb+Pb collisions and the combined cross sections for p+p
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Table 7.1: Nuclear modification factor, RAA, for the Z → µ+µ−, e+e− and l+l− processes as a
function of y, pT , and centrality. The first uncertainty is statistical and the second one is systematic.

RAA
|y| Z → µ+µ− Z → e+e− Z → l+l−

[0.00, 0.25] 1.17± 0.14± 0.09 1.01± 0.15± 0.15 1.13± 0.11± 0.09
[0.25, 0.50] 0.96± 0.11± 0.07 0.89± 0.15± 0.13 0.96± 0.09± 0.08
[0.50, 0.75] 1.03± 0.12± 0.08 1.04± 0.17± 0.15 1.04± 0.10± 0.09
[0.75, 1.00] 1.22± 0.16± 0.10 1.12± 0.23± 0.17 1.22± 0.13± 0.10
[1.00, 1.25] 1.05± 0.13± 0.08 −−− −−−
[1.25, 1.50] 1.11± 0.15± 0.09 −−− −−−
[1.00, 1.44] −−− 1.21± 0.30± 0.18 1.14± 0.10± 0.09
[1.50, 1.75] 1.12± 0.18± 0.09 −−− 1.12± 0.18± 0.09
[1.75, 2.00] 0.73± 0.15± 0.06 −−− 0.73± 0.15± 0.06

pT (GeV/c)

[0, 5] 0.99± 0.09± 0.08 1.23± 0.23± 0.19 0.99± 0.09± 0.08
[5, 10] 1.20± 0.13± 0.10 1.01± 0.23± 0.15 1.29± 0.14± 0.11
[10, 20] 0.96± 0.10± 0.08 0.74± 0.16± 0.11 0.93± 0.10± 0.08
[20, 30] 1.36± 0.22± 0.11 1.05± 0.34± 0.16 1.27± 0.20± 0.11
[30, 40] 1.17± 0.32± 0.09 0.93± 0.57± 0.14 1.18± 0.31± 0.10
[40, 50] 1.38± 0.47± 0.11 1.60± 0.85± 0.24 1.28± 0.40± 0.11
[50, 100] 0.79± 0.23± 0.06 1.51± 1.08± 0.23 0.89± 0.28± 0.07

Centrality

[0, 10]% 1.04± 0.06± 0.07 1.10± 0.12± 0.16 1.10± 0.06± 0.07
[10, 20]% 1.12± 0.08± 0.08 1.01± 0.12± 0.15 1.14± 0.08± 0.08
[20, 30]% 0.99± 0.09± 0.08 1.12± 0.17± 0.17 1.12± 0.09± 0.09
[30, 40]% 1.14± 0.12± 0.11 0.83± 0.17± 0.13 1.06± 0.11± 0.10
[40, 50]% 0.91± 0.14± 0.11 0.86± 0.25± 0.15 0.94± 0.14± 0.11
[50, 100]% 1.14± 0.17± 0.18 0.78± 0.28± 0.16 1.17± 0.17± 0.18
[0, 100]% 1.06± 0.05± 0.08 1.02± 0.08± 0.15 1.10± 0.05± 0.09
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collisions are shown in Figs. 7.5 and 7.6, respectively. The dimuon and dielectron measurements

share the kinematic region of |y| < 1.44. The dependence on pT and Npart of the Z-boson yield and

RAA measurements in the combination of the two channels are therefore restricted to |y| < 1.44.

The dependence on |y| is shown with the combined measurements for |y| < 1.44, extended by the

dimuon measurements into the range 1.5 < |y| < 2.0.

The results as a function of pT , y, and centrality are compared with predictions from the

Powheg generator. The measurements agree with the theoretical calculations within the combined

statistical and systematic uncertainties. The current precision of the measurements cannot distinguish

between the unbound proton PDF sets and the modified nuclear PDF sets.

To calculate the combined RAA, the combined dilepton yields in Pb+Pb and p + p data are

obtained and then the RAA ratio is calculated based on these values. The combined RAA values are

in Table 7.1 and in Fig. 7.7. The RAA for the combination of the two channels shows no dependence

and no variation in nuclear effects as a function of pT , y, or centrality. This demonstrates that

within uncertainties, Z-boson production is not modified in Pb+Pb collisions compared with p+ p

collisions scaled by the number of elementary nucleon-nucleon collisions.
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Figure 7.5: The measured Z → l+l− yields per MB event in Pb+Pb collisions, shown for the
combined dilepton channel as a function of the Z-boson y (top left), pT (top right), and Npart

(bottom). For the y dependence, the measurements from dimuons and dielectrons are combined for
|y| < 1.44, while the dimuon measurements are shown for 1.5 < |y| < 2.0. The yields are compared
with p + p → Z → l+l− Powheg predictions. The results vs. y are compared to predictions
with (green band) and without (yellow band) nuclear modification effects. Vertical lines (boxes)
correspond to statistical (systematic) uncertainties. The theoretical uncertainty of 5% assumed for
the Powheg reference curve is shown by the grey band.
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Figure 7.6: The measured Z → l+l− cross section in p + p collisions, shown for the combined
dilepton channel as a function of the Z-boson y (left) and pT (right). For the y dependence,
the measurements from dimuons and dielectrons are combined for |y| < 1.44, and the dimuon
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Powheg predictions. Vertical lines (boxes) correspond to statistical (systematic) uncertainties.
The theoretical uncertainty of 5% assumed for the Powheg reference curve is shown by the grey
band.
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Chapter 8

Conclusion

The yield of Z bosons in Pb+Pb collisions at
√
sNN = 2.76 TeV has been measured as a function

of pT , y, or centrality, in both the dimuon and dielectron channels with an integrated luminosity of

approximately 150 µb−1. Within uncertainties, no centrality dependence is observed once the yields

are normalized by the number of binary nucleon-nucleon collisions. Also, given the experimental

uncertainties, which begin on the order of 10%, the measurement as a function of pT , y, and

centrality cannot distinguish between theoretical predictions for Z boson yields which do and do

not incorporate nuclear PDF modifications to the unbound proton PDF (such as the EPS09 nuclear

PDF), since these two scenarios differ by less than those uncertainties.

The Z → µ+µ− and Z → e+e− cross sections have also been measured in p+ p collisions at the

same energy with an integrated luminosity of 5.4 pb−1. The Z-boson production cross sections in

p+ p vs. pT and y also agree with theoretical proton-proton cross sections.

Using the Pb+Pb and p + p data, the nuclear modification factor, RAA, has been calculated.

The centrality-integrated RAA is found to be 1.06 ± 0.05 (stat.) ± 0.08 (syst.) in the dimuon

channel and 1.02 ± 0.08 (stat.) ± 0.15 (syst.) in the dielectron channel. The two channels are

also combined in their shared kinematic range of |y| <1.44, resulting in a centrality-integrated RAA

measurement of 1.10 ± 0.05 (stat.) ± 0.09 (syst.) for Z-boson production decaying to either two

electrons or two muons. The uncertainties are larger in this combined channel than the dimuon

channel due to the loss of a significant portion of Z bosons decaying to dimuons outside of the
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limited y region.

The RAA measurements show no significant nuclear modification as a function of pT , y, or

centrality in both the dimuon and dielectron channels in the entire kinematic range studied.

The results found are consistent with the expectation that Z-boson production in Pb+Pb

collisions is unmodified by the hot-nuclear-matter effects expected from the formation of the QGP.

The statistical and systematic uncertainties of the measurement are larger than the expected size

of the cold nuclear matter effects, and therefore no further conclusion regarding the magnitude

of such effects can be made. These results demonstrate that the Z boson can serve as an in situ

control for processes expected to be heavily modified in the QGP, as well as eventually being a

powerful tool in measuring the properties of the cold nuclear matter effects present in heavy-ion

collisions.
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Appendix A

Mass and pT resolution distributions

A.1 Mass Resolution Plots - Pb+Pb

The plots of the dimuon mass are shown in Figure A.1 for dimuons in Pb+Pb, and Figure A.2 for

dielectrons in Pb+Pb.
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Figure A.1: The mass resolution distributions for dimuons fitted with a gaussian function in bins
of pT for Pb+Pb.
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Figure A.2: The mass resolution distributions for dielectrons fitted with a gaussian function in bins
of pT for Pb+Pb.
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A.2 Mass Resolution Plots - p+ p

The plots of the dimuon mass are shown in Figure A.3 for dimuons in p + p, and Figure A.4 for

dielectrons in p+ p.
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Figure A.3: The mass resolution distributions for dimuons fitted with a gaussian function in bins
of pT for p+ p.
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Figure A.4: The mass resolution distributions for dielectrons fitted with a gaussian function in bins
of pT for p+ p.
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A.3 Transverse Momentum Resolution Plots - Pb+Pb

The plots of the dimuon pT are shown in Figure A.5 for dimuons in Pb+Pb, and Figure A.6 for

dielectrons in Pb+Pb.
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Figure A.5: The pT resolution distributions for dimuons fitted with a gaussian function in bins of
pT for Pb+Pb.

164



 / ndf 2r  49.65 / 27
Constant  1.8±  33.5 
Mean      0.0131± 0.0318 
Sigma     0.0222± 0.2335 

gen
T

)/preco
T

-pgen
T

(p
-1 -0.5 0 0.5 10

10

20

30

40

50

 / ndf 2r  49.65 / 27
Constant  1.8±  33.5 
Mean      0.0131± 0.0318 
Sigma     0.0222± 0.2335 

0 ≤ pT < 5  / ndf 2r  44.44 / 27
Constant  1.75± 25.82 
Mean      0.00869± 0.03442 
Sigma     0.0110± 0.1585 

gen
T

)/preco
T

-pgen
T

(p
-1 -0.5 0 0.5 10

5

10

15

20

25

30

35

40

45

 / ndf 2r  44.44 / 27
Constant  1.75± 25.82 
Mean      0.00869± 0.03442 
Sigma     0.0110± 0.1585 

5 ≤ pT < 10  / ndf 2r   57.5 / 27
Constant  1.91± 27.86 
Mean      0.00731± 0.05446 
Sigma     0.00333± 0.08531 

gen
T

)/preco
T

-pgen
T

(p
-1 -0.5 0 0.5 10

5

10

15

20

25

30

35

40

45

 / ndf 2r   57.5 / 27
Constant  1.91± 27.86 
Mean      0.00731± 0.05446 
Sigma     0.00333± 0.08531 

10 ≤ pT < 20

 / ndf 2r  97.94 / 25
Constant  0.92± 10.29 
Mean      0.00289± 0.04396 
Sigma     0.00314± 0.07587 

gen
T

)/preco
T

-pgen
T

(p
-1 -0.5 0 0.5 10

2

4

6

8

10

12

14

16

18

20

 / ndf 2r  97.94 / 25
Constant  0.92± 10.29 
Mean      0.00289± 0.04396 
Sigma     0.00314± 0.07587 

20 ≤ pT < 30  / ndf 2r  130.7 / 24
Constant  0.384± 7.144 
Mean      0.00226± 0.03133 
Sigma     0.00243± 0.05794 

gen
T

)/preco
T

-pgen
T

(p
-1 -0.5 0 0.5 10

2

4

6

8

10

 / ndf 2r  130.7 / 24
Constant  0.384± 7.144 
Mean      0.00226± 0.03133 
Sigma     0.00243± 0.05794 

30 ≤ pT < 40  / ndf 2r  166.8 / 23
Constant  0.271± 5.314 
Mean      0.0018± 0.0266 
Sigma     0.00169± 0.04561 

gen
T

)/preco
T

-pgen
T

(p
-1 -0.5 0 0.5 10

1

2

3

4

5

6

7

8

 / ndf 2r  166.8 / 23
Constant  0.271± 5.314 
Mean      0.0018± 0.0266 
Sigma     0.00169± 0.04561 

40 ≤ pT < 50

 / ndf 2r  201.8 / 21
Constant  0.201± 3.466 
Mean      0.00164± 0.02064 
Sigma     0.00165± 0.03723 

gen
T

)/preco
T

-pgen
T

(p
-1 -0.5 0 0.5 10

1

2

3

4

5  / ndf 2r  201.8 / 21
Constant  0.201± 3.466 
Mean      0.00164± 0.02064 
Sigma     0.00165± 0.03723 

50 ≤ pT < 60  / ndf 2r  203.6 / 20
Constant  0.122± 2.291 
Mean      0.00142± 0.02472 
Sigma     0.00149± 0.03777 

gen
T

)/preco
T

-pgen
T

(p
-1 -0.5 0 0.5 10

0.5

1

1.5

2

2.5

3

3.5

 / ndf 2r  203.6 / 20
Constant  0.122± 2.291 
Mean      0.00142± 0.02472 
Sigma     0.00149± 0.03777 

60 ≤ pT < 70  / ndf 2r  588.1 / 24
Constant  0.124± 3.972 
Mean      0.0008± 0.0204 
Sigma     0.00067± 0.02935 

gen
T

)/preco
T

-pgen
T

(p
-1 -0.5 0 0.5 10

1

2

3

4

5

 / ndf 2r  588.1 / 24
Constant  0.124± 3.972 
Mean      0.0008± 0.0204 
Sigma     0.00067± 0.02935 

70 ≤ pT < 100

Figure A.6: The pT resolution distributions for dielectrons fitted with a gaussian function in bins
of pT for Pb+Pb.
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A.4 Transverse Momentum Resolution Plots - p+ p

The plots of the dimuon pT are shown in Figure A.7 for dimuons in p + p, and Figure A.8 for

dielectrons in p+ p.
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Figure A.7: The pT resolution distributions for dimuons fitted with a gaussian function in bins of
pT for p+ p.
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Figure A.8: The pT resolution distributions for dielectrons fitted with a gaussian function in bins
of pT for p+ p.
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Appendix B

Tag and Probe

The purpose of this appendix is to compile a representation of the fits used for the Tag and Probe

method. For the plots that are shown, the top left plot shows the “Passing Probes”, the top right

plot shows the “Failing Probes”, the bottom left plot shows “All Probes”, and the bottom right

portion of the plot shows the details of the fit. For the plots included in this appendix, the kinematic

ranges for the tag and probe muons are as follows:

The kinematic range for the muons is pT > 20 GeV/c, |η| < 2.4.

- For single muons:

• Trigger Efficiency: pT > 20 GeV/c, |η| < 2.4.

• Muon ID Efficiency: pT > 20 GeV/c, |η| < 2.4.

• Track Reconstruction Efficiency: pT > 20 GeV/c, |η| < 2.4.

- For single electrons:

• Trigger Efficiency: pT > 20 GeV/c, |η| < 1.44.

• Muon ID Efficiency: pT > 20 GeV/c, |η| < 1.44.

• Track Reconstruction Efficiency: pT > 20 GeV/c, |η| < 1.44.

- In Pb+Pb:

• The plots shown in Pb+Pb are centrality integrated.
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B.1 Tag and Probe Mass Plots - Muons in Pb+Pb

In the dimuon channel in Pb+Pb, there is a measurement of the trigger efficiency, muon ID

efficiency, and reconstruction efficiency.

Trigger Efficiency - dimuons

The mass range used in the fit is M ∈ [60, 120] GeV/c2 and the mass peak is fitted with a

Voigtian function for the passing and failing signal. The passing and failing background is fit

to an exponential. The efficiency of the trigger in data is estimated to be 97.4± 0.4% (stat) from

the fit using the Z boson as seen in Figure B.1. For MC, the efficiency of the trigger is measured

to be 98.1%, as seen in Figure B.2. The functions for fitting MC and data are the same.
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Figure B.1: DiMuon: A plot of the overall trigger efficiency as measured by tag and probe in Pb+Pb
data. (top left) “Passing Probes”, (top right) “Failing Probes”, (bottom left) “All Probes”, (bottom
right) details of the fit. The kinematic range for the muons is pT > 20 GeV/c, |η| < 2.4.
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Figure B.2: DiMuon: A plot of the overall trigger efficiency as measured by tag and probe in
Pb+Pb MC. (top left) “Passing Probes”, (top right) “Failing Probes”, (bottom left) “All Probes”,
(bottom right) details of the fit.The kinematic range for the muons is pT > 20 GeV/c, |η| < 2.4.

Muon ID Efficiency - Muons in Pb+Pb

The mass range used in the fit is M ∈ [60, 120] GeV/c2 and the mass peak is fitted with a

Voigtian function for the passing and failing signal. The passing and failing background is fit

to an exponential. The efficiency of the muon matching and identification is estimated to be

97.8± 0.5% (stat) from the fit using the Z boson as seen in Figure B.3. For MC, the efficiency of

the MuID is measured to be 98.3%, as seen in Figure B.4. The functions for fitting MC and data

are the same.

Inner-Track Reconstruction Efficiency - Muons in Pb+Pb

Due to the poorer resolution, the mass range used in the fit is ∈ [40, 140] GeV/c2. The mass peak

is fitted with a Voigtian at the Z peak. The passing and failing background is fit to an exponential.

The efficiency of the muon inner-track reconstruction is estimated to be 97.7 ± 0.6% (stat) from

the fit using the Z boson as seen in Figure B.5. For MC, the reconstruction efficiency is measured
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Figure B.3: DiMuon: A plot of the overall muon ID efficiency as measured by tag and probe in
Pb+Pb data. (top left) “Passing Probes”, (top right) “Failing Probes”, (bottom left) “All Probes”,
(bottom right) details of the fit.The kinematic range for the muons is pT > 20 GeV/c, |η| < 2.4.

to be 98.7%, as seen in Figure B.2. The functions for fitting MC and data are the same.
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Figure B.4: DiMuon: A plot of the overall muon ID efficiency as measured by tag and probe in
Pb+Pb MC. (top left) “Passing Probes”, (top right) “Failing Probes”, (bottom left) “All Probes”,
(bottom right) details of the fit.The kinematic range for the muons is pT > 20 GeV/c, |η| < 2.4.
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Figure B.5: DiMuon: A plot of the overall muon inner-track reconstruction efficiency as measured
by tag and probe in Pb+Pb data. (top left) “Passing Probes”, (top right) “Failing Probes”, (bottom
left) “All Probes”, (bottom right) details of the fit. The kinematic range for the muons is pT > 20
GeV/c, |η| < 2.4.
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Figure B.6: DiMuon: A plot of the overall muon inner-track reconstruction efficiency as measured
by tag and probe in Pb+Pb MC. (top left) “Passing Probes”, (top right) “Failing Probes”, (bottom
left) “All Probes”, (bottom right) details of the fit. The kinematic range for the muons is pT > 20
GeV/c, |η| < 2.4.
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B.2 Tag and Probe Mass Plots - Muons in p+ p

In the dimuon channel in p+p, there is a measurement of the trigger efficiency, muon ID efficiency,

and reconstruction efficiency.

Trigger Efficiency - dimuons

The mass range used in the fit is M ∈ [60, 120] GeV/c2 and the mass peak is fitted with a

Voigtian function for the passing and failing signal. The passing and failing background is fit

to an exponential. The efficiency of the trigger in data is estimated to be 98.6± 0.3% (stat) from

the fit using the Z boson as seen in Figure B.7. For MC, the efficiency of the trigger is measured

to be 99.0%, as seen in Figure B.8. The functions for fitting MC and data are the same.
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Figure B.7: DiMuon: A plot of the overall trigger efficiency as measured by tag and probe in
p + p data. (top left) “Passing Probes”, (top right) “Failing Probes”, (bottom left) “All Probes”,
(bottom right) details of the fit. The kinematic range for the muons is pT > 20 GeV/c, |η| < 2.4.
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Figure B.8: DiMuon: A plot of the overall trigger efficiency as measured by tag and probe in p+ p
MC. (top left) “Passing Probes”, (top right) “Failing Probes”, (bottom left) “All Probes”, (bottom
right) details of the fit. The kinematic range for the muons is pT > 20 GeV/c, |η| < 2.4.

Muon ID Efficiency - Muons in p+ p

The mass range used in the fit is M ∈ [60, 120] GeV/c2 and the mass peak is fitted with a

Voigtian function for the passing and failing signal. The passing and failing background is fit

to an exponential. The efficiency of the muon matching and identification is estimated to be

98.4± 0.3% (stat) from the fit using the Z boson as seen in Figure B.9. For MC, the efficiency of

the MuID is measured to be 98.4%, as seen in Figure B.10. The functions for fitting MC and data

are the same.

Inner-Track Reconstruction Efficiency - Muons in p+ p

Due to the poorer resolution, the mass range used in the fit is ∈ [40, 140] GeV/c2. The mass peak

is fitted with a Voigtian at the Z peak. The passing and failing background is fit to an exponential.

The efficiency of the muon inner-track reconstruction is estimated to be 99.8 ± 0.4% (stat) from

the fit using the Z boson as seen in Figure B.11. For MC, the reconstruction efficiency is measured
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Figure B.9: DiMuon: A plot of the overall muon ID efficiency as measured by tag and probe in
p + p data. (top left) “Passing Probes”, (top right) “Failing Probes”, (bottom left) “All Probes”,
(bottom right) details of the fit.

to be 99.0%, as seen in Figure B.12. The functions for fitting MC and data are the same.
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Figure B.10: DiMuon: A plot of the overall muon ID efficiency as measured by tag and probe in
p + p MC. (top left) “Passing Probes”, (top right) “Failing Probes”, (bottom left) “All Probes”,
(bottom right) details of the fit. The kinematic range for the muons is pT > 20 GeV/c, |η| < 2.4.
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Figure B.11: DiMuon: A plot of the overall muon inner-track reconstruction efficiency as measured
by tag and probe in p+ p data. (top left) “Passing Probes”, (top right) “Failing Probes”, (bottom
left) “All Probes”, (bottom right) details of the fit. The kinematic range for the muons is pT > 20
GeV/c, |η| < 2.4.
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Figure B.12: DiMuon: A plot of the overall muon inner-track reconstruction efficiency as measured
by tag and probe in p+ p MC. (top left) “Passing Probes”, (top right) “Failing Probes”, (bottom
left) “All Probes”, (bottom right) details of the fit. The kinematic range for the muons is pT > 20
GeV/c, |η| < 2.4.
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B.3 Tag and Probe Mass Plots - Electrons in Pb+Pb

In the dielectron channel in Pb+Pb, there is a measurement of the trigger efficiency, electron ID

efficiency, and reconstruction efficiency.

Trigger Efficiency - Electrons in Pb+Pb

The mass range used in the fit is M ∈ [60, 120] GeV/c2 and the mass peak is fitted with a

Breit-Wigner function convolved with a Crystal-Ball function for the passing and failing signal. The

convolution with the Crystal-Ball function is done in order to reflect the energy loss experienced

by the electron passing through the detector. The passing and failing background is fit with an

exponential. The efficiency of the trigger is estimated to be 98.3± 0.7% (stat) from the fit using Z

in real data for the trigger we are using.
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Figure B.13: DiElectron: A plot of the overall trigger efficiency as measured by tag and probe in
Pb+Pb data. (top left) “Passing Probes”, (top right) “Failing Probes”, (bottom left) “All Probes”,
(bottom right) details of the fit. The kinematic range for the electrons is pT > 20 GeV/c, |η| <
1.44.
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Figure B.14: DiElectron: A plot of the overall trigger efficiency as measured by tag and probe in
Pb+Pb MC. (top left) “Passing Probes”, (top right) “Failing Probes”, (bottom left) “All Probes”,
(bottom right) details of the fit. The kinematic range for the electrons is pT > 20 GeV/c, |η| <
1.44.

Electron ID Efficiency - Electrons in Pb+Pb

The mass range used in the fit is M ∈ [60, 120] GeV/c2 and the mass peak is fitted with a

Breit-Wigner function convolved with a Crystal-Ball function for the passing and failing signal.

The passing and failing background is fit to an exponential. The efficiency of the electron matching

and identification is estimated to be 89.8± 2.7% (stat) from the fit using Z in real data.

Inner-Track Reconstruction Efficiency - Electrons in Pb+Pb

Due to the poorer resolution of the super cluster kinematics, the mass range used in the fit is

∈ [40, 140] GeV/c2 and the mass peak is fitted with a Breit-Wigner function convolved with a

Crystal-Ball function. The passing and failing background is fit to an Exponential times a turn-on

curve. The efficiency of the electron reconstruction is estimated to be 84.4± 2.4% (stat) from the

fit using Z in real data.
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Figure B.15: DiElectron: A plot of the overall electron identification efficiency as measured by tag
and probe in Pb+Pb data. (top left) “Passing Probes”, (top right) “Failing Probes”, (bottom left)
“All Probes”, (bottom right) details of the fit. The kinematic range for the electrons is pT > 20
GeV/c, |η| < 1.44.
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Figure B.16: DiElectron: A plot of the overall electron identification efficiency as measured by tag
and probe in Pb+Pb MC. (top left) “Passing Probes”, (top right) “Failing Probes”, (bottom left)
“All Probes”, (bottom right) details of the fit. The kinematic range for the electrons is pT > 20
GeV/c, |η| < 1.44.
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Figure B.17: DiElectron: A plot of the overall electron track reconstruction efficiency as measured
by tag and probe in Pb+Pb data. (top left) “Passing Probes”, (top right) “Failing Probes”, (bottom
left) “All Probes”, (bottom right) details of the fit. The kinematic range for the electrons is pT >
20 GeV/c, |η| < 1.44.
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Figure B.18: DiElectron: A plot of the overall electron track reconstruction as measured by tag
and probe in Pb+Pb MC. (top left) “Passing Probes”, (top right) “Failing Probes”, (bottom left)
“All Probes”, (bottom right) details of the fit. The kinematic range for the electrons is pT > 20
GeV/c, |η| < 1.44.
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B.4 Tag and Probe Mass Plots - Electrons in p+ p

In the dielectron channel in p + p, there is a measurement of the trigger efficiency, electron ID

efficiency, and reconstruction efficiency.

Trigger Efficiency - Electrons in p+ p

The mass range used in the fit is M ∈ [60, 120] GeV/c2 and the mass peak is fitted with a

Breit-Wigner function convolved with a Crystal-Ball function for the passing and failing signal.

The passing and failing background is fit with an exponential. The efficiency of the trigger is

estimated to be 99.6± 0.4% (stat) from the fit using Z in real data for the trigger we are using.
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Figure B.19: DiElectron: A plot of the overall trigger efficiency as measured by tag and probe in
p + p data. (top left) “Passing Probes”, (top right) “Failing Probes”, (bottom left) “All Probes”,
(bottom right) details of the fit. The kinematic range for the electrons is pT > 20 GeV/c, |η| <
1.44.
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Figure B.20: DiElectron: A plot of the overall trigger efficiency as measured by tag and probe in
p + p MC. (top left) “Passing Probes”, (top right) “Failing Probes”, (bottom left) “All Probes”,
(bottom right) details of the fit. The kinematic range for the electrons is pT > 20 GeV/c, |η| <
1.44.

Electron ID Efficiency - Electrons in p+ p

The mass range used in the fit is M ∈ [60, 120] GeV/c2 and the mass peak is fitted with a

Breit-Wigner function convolved with a Crystal-Ball function for the passing and failing signal.

The passing and failing background is fit to an exponential. The efficiency of the electron matching

and identification is estimated to be 89.8± 2.7% (stat) from the fit using Z in real data.

Inner-Track Reconstruction Efficiency - Electrons in p+ p

Due to the poorer resolution of the super cluster kinematics, the mass range used in the fit is

∈ [40, 140] GeV/c2 and the mass peak is fitted with a Breit-Wigner function convolved with a

Crystal-Ball function. The passing and failing background is fit to an Exponential times a turn-on

curve. The efficiency of the electron reconstruction is estimated to be 84.4± 2.4% (stat) from the

fit using Z in real data.
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Figure B.21: DiElectron: A plot of the overall electron identification efficiency as measured by tag
and probe in p + p data. (top left) “Passing Probes”, (top right) “Failing Probes”, (bottom left)
“All Probes”, (bottom right) details of the fit. The kinematic range for the electrons is pT > 20
GeV/c, |η| < 1.44.
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Figure B.22: DiElectron: A plot of the overall electron identification efficiency as measured by tag
and probe in p + p MC. (top left) “Passing Probes”, (top right) “Failing Probes”, (bottom left)
“All Probes”, (bottom right) details of the fit. The kinematic range for the electrons is pT > 20
GeV/c, |η| < 1.44.

190



)2Tag-Probe Mass (GeV/c
60 70 80 90 100 110 120

 )2
E

ve
n

ts
 / 

( 
1 

G
eV

/c

0

20

40

60

80

100

120

140

Passing Probes

)2Tag-Probe Mass (GeV/c
60 70 80 90 100 110 120

 )2
E

ve
n

ts
 / 

( 
1 

G
eV

/c

0

5

10

15

20

25

30

35

40

45

Failing Probes

)2Tag-Probe Mass (GeV/c
60 70 80 90 100 110 120

 )2
E

ve
n

ts
 / 

( 
1 

G
eV

/c

0

20

40

60

80

100

120

140

160

All Probes

 0.5±alphaf =  9.0 

 0.05±alphap =  0.60 

 0.01±efficiency =  0.97 

 0.1±m0 =  90.9 

 2±nf =  9 

 7±np =  10 

 28±numBackgroundFail =  750 

 24±numBackgroundPass =  388 

 32±numSignalAll =  824 

 0.002±p0Fail = -0.0416 

 0.004±p0Pass = -0.0289 

 0.7±sigmaf =  1.3 

 0.1±sigmap =  1.3 

Figure B.23: DiElectron: A plot of the overall electron track reconstruction efficiency as measured
by tag and probe in p+ p data. (top left) “Passing Probes”, (top right) “Failing Probes”, (bottom
left) “All Probes”, (bottom right) details of the fit. The kinematic range for the electrons is pT >
20 GeV/c, |η| < 1.44.
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Figure B.24: DiElectron: A plot of the overall electron track reconstruction as measured by tag
and probe in p + p MC. (top left) “Passing Probes”, (top right) “Failing Probes”, (bottom left)
“All Probes”, (bottom right) details of the fit. The kinematic range for the electrons is pT > 20
GeV/c, |η| < 1.44.
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